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DEDICATION

The creation of new scientific terminology as well as buzz words in popular
culture to define the scientific and social changes that are taking place in our
information environment are such that many of us grapple with the definition of
terms. This book, intended for librarians, linguists and bibliophiles is also a useful
reference for generalists.

Anchored in Popperian logic it also references Zsilka as it explores the differ-
ences between the integration of meaning, linguistic change, and virtual, meta-
phoric and hypothetical meanings. It provides a quick view of the meanings and
usage of over 250 words and terms that all contain the word ‘information’. Of
course these are time-bound and reflect usage as of the end of the second decade
of the 21st Century. In this way the book provides a useful reference point for
future scholars. This is an exciting field which is particularly prone to neologisms
and has a higher than average fluidity in terminologies and usage.

Originally published in Hungarian, the process of its rendition in English al-
lowed the author to probe the complexities of translating fuzzy concepts between
languages. As the author explains part of our problem stems from the tendency
to bend frameworks used for the analysis and definition of terms in science to
new terms of the information society that are multi-disciplinary in nature and
use. It is to be hoped that those seeking to translate these terms into their own
languages including those in the global research community will find it to be a
useful support.

While this is a scholarly work that is well-researched it also allows us to enjoy
some terms such as ‘infoholics’ as well as political insights into the moral panic
resulting from ‘information anarchy’. It even includes some rather risqué terms
from the urban dictionary. Hopefully a thorough reading of this compendium
will turn us all into ‘information stars’. I look forward to future editions of this
book and take this opportunity to congratulate both the author and the UNESCO
Commission in Hungary for the quality of the research behind this slim volume.
Not only does this work provide a thread to guide us through the information
labyrinth it should hopefully inspire others to document the different dimensions
of our information age.

Dorothy K. Gordon

Chair of the Intergovernmental Council for UNESCO
Information for All Programme (IFAP)
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FOREWORD

Information Culture —
Contemporary and Beyond

Rainer E. Zimmermann'!

As we can read in the introduction to this present encyclopaedic work, it is lan-
guage that possesses the mediating quality between information and meaning,
a quality which is permanently progressing (by processing the given contextual
references) as well as innovative (by introducing new topoi into the context) at
the same time. This is why the pure explanatory power of language is soon tran-
scended by entering the region beyond its present scope — both with a view to
spatial and temporal extensions, respectively. Paul Ricoeur was one of the earliest
protagonists of dealing with this aspect in detail based on a generically hermeneu-
tic theory of metaphors and metonymies.? But even earlier then, Jacques Lacan
had established the role of metaphorization within his work on the unconscious
referring to this same interplay of metaphors and metonymies.? These approaches
were further discussed in the subsequent works pointing to the interactive con-
ceptual network spanned by the fields of philosophy, literature, psycho-analysis
as published by Julia Kristeva, Roland Barthes, Umberto Eco, Michail Bachtin
and many others in the sixties through eighties of the last century.

Very much on this line, in this present work, the idea is to compose an inven-
tory of concepts referring to the general concept of information, in the tradition of
an “informatorium”, in order to not only cumulate knowledge about the concepts
involved, but also give an outlook towards what could be a conceptual frame of
extension. With a view to all the different fields of knowledge actually involved,
the author can correctly state that “[...] while we must recognize minor and major
differences in meaning, there is no doubt that we can identify the shared root of
all the diverging meanings: may it be receiving news, teaching, learning, or re-
trieving data, there is a shift in our heads; the common denominator is the excess
that promotes change.” While explaining the procedure applied in this book, the
author is stressing the network character of information whose flow is leading into

1 Lehrgebiet UIG, FB 2 (Informatik), HTW Berlin / Clare Hall, UK — Cambridge

2 Paul Ricoeur: La métaphore vive. du Seuil, Paris, 1975. (German version: Fink,
Miinchen, 1986.)

3 Jacques Lacan: L’instance de la lettre dans I’inconscient ou la raison depuis Freud.
(1957) Ecrits, du Seuil, Paris, 1966. (German version: Walter, Olten, Freiburg/Br., 1975,

15-59.)
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a “conceptual labyrinth”, as he calls it adequately, important especially because in
a labyrinth, different from a maze, we cannot actually get lost, and this is indeed
what language achieves: an appropriate orientation within the framework of im-
plicit meanings that enables us to make some of them explicit. The informatorium
presented here is thus also something that might be capable of decreasing the
pressure of conceptual uncertainty, as the author proposes.

Although an endeavour like this one struggles mostly with problems of selec-
tion and scope, in this present work, these problems are rectified in an acceptable
manner. Some of the items selected may be questionable somewhat as to their
relevance (infoholic, infowank, infogasm, infoganda, infophobia), but probably
this is an epiphenomenon of the striving for completeness even by encompassing
“youthspeak” proper. Other entries take clearly account of more recent develop-
ments (information physics, information culture, information geometry) while
their exposition is sometimes a little short as compared to the prevalent literature
available, but they do indicate new ideas (such as the prevailing background of
networks that consist of networks as in the case of the concept of informatics —
formerly called computer science) and point forward to further work.

Very important entries are those on information philosophy, information so-
ciety, and information systems: In the latter case it is particularly necessary to
differ between essentially different meanings of the concept of system, because
in computer and information science itself, it usually refers to something which is
not really a system, but its simulation (or emulation). While self-organizing (emer-
gent complex) systems are part of the universe altogether (taking the universe as
the maximal system after all). Humans who simulate systems are products then
of the evolution of these systems in the strict sense.*

Even if there might be a number of small reservations (which is possibly al-
ways the case for any text whatsoever), this does not at all diminish the outstand-
ing achievements of this present work which provides a long list of consolidated
and precisely circumscribed entries that can perfectly serve as both a general
overview and a straightforward introduction into the relevant topics. Hence, |
think that this present enterprise is not only a successful project in its own right,
but also enables the readers to creatively enter the world of language in order to
utilize their insight for their own purposes. This book is thus highly recommend-
able and should be found in a large number of shelves.

4 For a more detailed exposition of both the philosophy of information and information
systems see Zimmermann, R.E.; Diaz Nafria, J.M.: Emergence and evolution of
meaning: The general definition of information (GDI) revisiting programme—Part I:
The progressive perspective: Top-down. Information 2012, 3(3), 472-503, as well as
Diaz Nafria, JM.; R.E. Zimmermann: Emergence and the evolution of meaning: The
general definition of information (GDI) revisiting programme—Part II: The regressive
perspective: Bottom-up. Information 2013, 4(2), 240-261.
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INTRODUCTION

Contemporary Information Culture
in a Conceptual Framework

How to use this irregular word guide?

One of the most wonderful attributes of language is that it is impressively suc-
cessful and resourceful in following changes in the outside world. Language helps
the adaptation of human communities with innovation and the creation of new
expressions, and by subtly re-editing the network of meanings, it is able to refer to
fresh objects and phenomena with more and more accuracy. Becoming nameable
and identifiable with a higher and higher ‘resolution’ is due to the expanding set
of words that are refined into their mutually accepted forms, used in more or less
the same meaning in millions of communicative acts. And while inter-connected
meanings start to grow and spread in the above-described way, during their use,
their effect is beneficial not only for actions and the coordination of actions; as the
increasingly complex conceptual space becomes an instrument capable of more
than just capturing the world, it helps us understand it. Thus, superseding the cur-
rent situation becomes possible, and we may take part in higher-level dialogues,
even about the characteristics and laws of domains not directly experienced.

Two powerful linguistic facilities make this possible: metaphors and metony-
mies. A metaphor makes it possible to imagine and recall unknown things that
have become important (meaningful) and thus need to be named, by reusing and
redefining already known meanings. Most people’s eyes open to the fantastic ex-
planatory power of metaphors when they analyse poems at school; they also learn
about metonymies, where language creates new connections between clusters in
the spiderwebs of language by mobilising possible types of connections or rela-
tionships (such as the part-whole relationship, cause-effect relationship, physical
similarity, adjacencies that become permanent, etc.). Both have the image in the
background, even if it sometimes fades in the steps of being connected into longer
and longer chains in the process of continuous reusing. Conscious word creation,
i.e. neologism is a creative act, and thus it launches completely new concepts with
powerful images. Kind Reader, please taste the phrases ’information footstep’,
’information vault, ’information maven’ or ’information black hole’, and if you
have not encountered them previously, try to guess their meaning (without refer-
ring to the relevant articles).

Or any other ones. This book-sized collection revolves around a single word:
information. This best known, most loaded expression of our age has no mercy:
every day, we encounter newborn expressions that are searching for a place in

Back to
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a universe of words that expands at the speed of (literary) light. And even so, it
is almost impossible to follow how reality changes when new words spurt into
families of words.

This book was originally written in Hungarian, with numerous suggestions
for the adaptation of the lexicon of information culture into the Hungarian ter-
minology. Nothing necessitated keeping the Hungarian references in the English
version, therefore we work with less examples, as we did not seek out English
language sources to replace the missing Hungarian ones.

Thus our intention is not only to clear up meanings, but also to take a de-
finitive stand regarding the correct understanding of the disputed phenomena of
information culture, and to present our reservations and critique where we felt
appropriate.

The beginning of using the concept of information: oceans in drops of
water

After the word, used as the verb ’informare’ and the noun ’informatio’ had fil-
tered into English from Old French in the early Middle Ages,' at least halfa dozen
spellings competed for centuries (informatiou, informacioun, informatyoun, in-
formacion, informacyon, informatiod).> The ‘information’ form that later became,
and still is, dominant, started to consolidate in its spelling and meaning by the
17th century: it was primarily used to mean ‘fact’ and ‘news’ — and these still are
the most common meanings in everyday use.

However, in parallel, another development path of ‘information’, that used to
have a legal-inheritance meaning in ancient Rome, also came about. The cultural
historian cannot help but notice that by the time the word ‘information’ made Eng-
lish people think of news, notices, fresh pieces of knowledge, learned people all
over Europe had associated it with a type of educational-explanatory handbook,
the Informatorium. This expression first appeared in the second half of the 15th
century, first as a subtitle (Informatorium sacerdotum, 1488), but became gener-
ally used in the early 17th century (used in multiple fields, the main one being,
of course, in theology). It may either be the mediaeval Latin noun informator
(teacher, educator) with the noun forming suffix -ium, or a neuter gender noun
formed from the adjective ,,informatorius” (teacher, educator), as both expres-
sions occur many times in mediaeval manuscripts.

1 Craige, William A.: A Dictionary of the Older Scottish Tongue from the Twelfth
Century to the Seventeenth University of Chicago Press, 1931

2 The first known and preserved mention is by Geoffrey Chaucer, from 1386 (Dame
Prudence and hire wise informacions and techynges). See: Koohang, Alec et al. (Eds.):
Knowledge Management: Theoretical Foundations Informing Science Press, 2008:50.
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Well-read readers may recall the word from the well-known publication by
Comenius (Jan Amos Komensky), Informatorium maternum, published in 1633,
and we also know that multiple fields of science and practical disciplines (law,
public administration) had used Informatoria up to the end of the 19th century.?
This expression is still used today. It is the name of a Czech literary children’s
magazine (with an educational profile), a university computer centre in Pretoria,
and an institution promoting information culture in Szeged. In the Netherlands,
the medicine index ‘Informatorium Medicamentorum’ has been published since
1971 as a replacement of the previous card index for pharmacists, doctors, and
other healthcare professionals. In the educational book typology of Gerd Stein
from Germany, Informatorium represents the world of facts and data along with
Politicum for the ideological-regulatory side, and Pedagogicum that represents
didactic knowledge.

And while we must recognize minor and major differences in meaning, there is
no doubt that we can identify the shared root of all the diverging meanings: may
it be receiving news, teaching, learning, or retrieving data, there is a shift in our
heads; the common denominator is the excess that promotes change.

However, an even deeper sense of meaning may also be identified in every
case: something that was previously ‘external’ becomes ‘internal’ in the process
of formation; the Latin ‘in-formatio’ is a perfect etymological starting point to
see this from.

We may also note that our word progresses almost unnoticed from the world of
verbality and primitive literacy into the medium of press and electronic communi-
cation, while holding on to multiple layers of meaning. Those who often scout the
paths of linguistics may also have noticed that (in the case of Informatorium), the
derivative reflects a natural development of meaning, while some of its alterna-
tive uses may also be considered personal neologisms, creations of a new word.
Following how every Informatorium in the book titles becomes a proper noun
from a common noun, but at the same time, because of its frequent use, evolves
into the name of a genre of books because of its frequent use, like encyclopaedia,
lexicon, or dictionary, again as a common noun, i.e. ‘informatorium’ — to become
a proper noun again as the name of periodicals and institutions.

From the point of view of the philosophy of language and epistemology, it is
interesting to notice how derivatives of the same word come to cover different
classes of things: certain forms of information, their variations that make it to the
physical world, various actors (teacher, student), and types of institutions and ac-
tivities. And we already are in a more comprehensive, network-like space, where
we are not only talking about information, but also their ecosystem: the various,

3 Z.Karvalics, Laszl6 — Varga, Andras: Informatorium — az intézménytdl a szotorténetig
(Informatorium — from institution to etymology) Tudomanyos és Miiszaki Tajékoztatas

2010/10 418—-423.
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interconnected elements of a complex information culture. And this information
culture is a vital part of certain societal sub-systems: it has entered politics, law,
science, medicine, the world of major organisations, and education — it is present
everywhere where action may become more efficient using the ‘excess that pro-
motes change’.

Karl Popper’s famed ‘three worlds’ theory is a good base for rethinking the
above. In his theory, the first world is the natural, outside, physical world, the
second is the internal world (consciousness, mind, cognitive universe) that makes
it possible to capture the first one by giving meaning to whatever we experience
from the outside world. In-formatio: from external, internal. Meanings develop,
stabilise, and re-form through concepts, and those, through words in the language,
following the changes of the outside world. When the complexity of the first
world starts to increase, sooner or later the second attempts to follow it: the world
of concepts also expands, becomes more complex, detailed, and differentiated.
However, this is still subjective knowledge, a subjective model of the world; to
each their own. According to Popper, there also is a third world, that of objective
knowledge built from the elements of the second. We create structures that did
not exist before, that make the subjective into the objective: theories, methods and
models, where actions are performed using the arsenal of the second world. It is
the industrial science of understanding, with its own way of existence and own
laws of nature. An expression has to be more than ‘adequate’ here, unlike in the
second world: because of the pursuit of objectivity, accurate, clear, well defined
technical terms are needed.

Thus everything that is information-related has more and more at stake. If
three network-like, evolving worlds of information were perceived in the 17th
century, what should we think about the 21st century? (Read the articles for ‘in-
formation society’, ‘information revolution’, and ‘information age’, so that we do
not have to describe how to answer this here). In a world where phenomena related
to information make up an ever-growing part of the first world, and information
culture with all of its requisites reaches everywhere, a huge theoretical apparatus
attempts to follow the changes in the second world. These movements between the
second and third worlds are very lively, as stakeholders attempt to immediately
make knowledge objective.

Simultaneously, the family of information phenomena is not only an object
we analyse: the planets of this information universe, words, are also the instru-
ments we use in our analysis. This dual role lends a special significance to not
only learning about the first and second worlds in detail, but to also clear up the
concepts and organise them in the third world.

Consequently, our word guide is an irregular Informatorium: it attempts to
enter all three worlds at the same time.

Back to
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Information society and the expanding universe of information-related
words

Six years ago, I started to collect collocations that contained ‘information’ in some
form (usually as a prefix) with my library science major students. We matched the
English and the Hungarian expressions. Then we wanted to produce dictionary-
like articles, but we soon had to realise that this is not a task for students: appropri-
ate information evaluation skills, context-creating power, expertise in the regions
of reality behind the worlds, and obstinate determination were needed. We have
to consider, with due diligence, the meanings distilled from occurrences of the
expression in question, investigate the birth of the word, recognize changes in the
history of use, measure differences in meaning between synonyms that may be as
thin as a single hair, or a lock of hair, and pair expressions that logically belong
together, and ones that unveil their meaning when compared to each other.

However, if we approach words with this in mind, every single article grows
into a mini-study, as the world generally only used these expressions, but did not
consider them subjects of research. Only a number of terms of the third world
are an exception to this rule: descriptive terms on the highest level of abstraction
themselves became the names of scientific fields. And as these started to define
themselves in relation to each other, what is to be classified where, and which
questions belong to which scientific field, became the subject of a complex liter-
ary debate. At the same time, ‘information’ entered the vocabulary of more and
more scientific disciplines as a base category, while its (rival) definitions number
more than a thousand. And thus as the base word itself carries a number of pos-
sible meanings, this is exponentially true regarding its derivative expressions.
In many cases, use is thus inconsistent; it permits individual meanings, multiple
alternatives are in use simultaneously. Expressions may be independently ‘redis-
covered’ again and again, multiple public figures may believe to have originated
the expression without knowing about each other.

Thus knowing and clearing up meanings is important for everyday life (as
we live it in an ever more definitive information environment), and in certain
professional spheres and scientific fields, as higher-level theories and suitable
practice is hardly imaginable without coordination regarding shared ideas of key
expressions.

And this deficit seems rather large both in everyday life and in the world of
science. Many pieces of research indicate that people do not know the meanings
of the most recent IT terms. Many important terms were embraced and shaped by
the media or politics. Since the millennium, more and more often, we encounter
words that had had clear meanings in their original scientific environments, but
since returning to the second world, have lost their contours. Only the reverse is
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worse, when users attempt to legitimise an unclear, diffuse meaning by talking
about it as an accepted term.*

Therefore there is no other way but simultaneous investigation. Wherever it
makes sense, and is possible, all three worlds should be considered. Language fol-
lows the changes in reality that we are also interested in, in its own, exceptionally
flexible and creative way. At the same time, we must reflect upon the words that
transfer all this to us with the cold objectivity of the third world. And if these, as
scientific terms, are parts of the third world, we must be able to connect to them
from above, from the outside, in a critical way, from a meta level. This is why
occasionally, words only serve to illustrate the little corners of reality that come
into existence (and for this, a Hungarian expression is to be created in order to
do this). At other times, we need to own a meaning exactly, in order to see if it
reflects reality appropriately, or if it follows its changes. And at yet other times, we
must take a stand in scientific discourses in order to make an argument regarding
which interpretation of the given concept is correct.

And while we adventure in an information-rich reality, language joins us as a
shadow companion. This is because we analyse language itself. On the one hand,
we may form an image about how it ‘learns’, how it ‘adapts’, and how it aids un-
derstanding. On the other hand, we cannot avoid taking a stand in questions of
translation, language use, grammar, or even spelling.

While many methods of our Informatorium may be known from dictionaries,
it often serves as a terminological dictionary, as well. It also resembles lexicons: it
talks about pieces of knowledge in richly formed textual units. At the same time,
it is not encyclopaedic: it does not aim to list every word, to cover every area.
Therefore, it is nothing but a word guide that merely supplements vocabulary lists
and glossaries that aim for the complete vocabulary of a field.

The aim and the selection criteria of the Word Guide

Some sort of information, in general, is as common as dirt. On the other hand, we
only discuss information something if we feel that the time has come for the two
words to become an idiom instead of chance partners, thus expressing that a piece
of reality has become valuable, and by making it possible to name it, we ascend
a world. And when the two words become one, resulting in an expression such
as info(some)thing using the portmanteau method (the first part of ‘information’

4 This is one of the reasons why we only use Wikipedia articles as rarely as possible. Even
though there are valuable, useful ones, the details that are important to us (beginnings,
early history, versions of meaning) have often proved to be incomplete or inaccurate.
English language on-line explanatory dictionaries often provide only minimalistic
definitions, often distorting complicated meanings in the process of simplification.
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joined with the end of another word), there is no doubt that the maturity necessary
for the creation of a new word is attained.

When is an expression ready for word creation? If we used hairs and locks of
hair as examples before, we may do so here, as well. It is hard to catch the moment
of transition. Which hair must fall out for hair loss to become the beginning of
baldness? In one moment, we feel that it is not time yet: we may be right to speak
about the sacralisation’ of information, but we have no reason to introduce infor-
mation sacralisation as a new class of meanings. However, information religion
has claimed its place (see the relevant article).

However, the birth of an expression with someone already using it in a categor-
ical sense means nothing in itself. Until people start referring to it, until it gets into
other text corpora, it must remain hapax legomenon (i.e. as its Greek original that
occurs only once: ‘read once’). At the sides of the highway of information culture
lie the bones of neologisms that had been meant to be used, but had never caught
on. There are many more attempts to create new words than there are words that
manage to stick in a language. (But this is not to be confused with a change in
culture rendering expressions obsolete). However, as we are also interested in the
“first world’” captured through language, even an unsuccessful word creation may
have an exciting message. Thus we strived to include provocative hapaxes among
the articles. Their failures (such as infotention and information headset) have their
own reasons, and understanding these reasons may be edifying. Numerous other
hapaxes may have become articles, but if we felt there was little to be gained, we
did not chose to include them. Naturally, information civilization is included, but
we consider another attempt by the originator of the concept, Shumpei Kumon to
introduce ‘infosocionomist’ (information+sociologist+economist) rather forced.®
We also do not feel there is much to discuss about ‘information greenhouse effect’.
As you will see, we do like medical metaphors, but hapaxes such as ‘information
pain’ or ‘information therapy’ seemed unworthy of our time. There is little wonder
that Tim O’Reilly, originator of many neologisms, did not manage to success-
fully introduce ‘infoware’ in 1990, constructed to the analogy of hardware and
software (brainware, manware, or orgware did not become widespread, either).
As the word pair of hardware/software refers to the two inter-conditional sides
of the same thing, the physical (tangible) and intangible aspects. Every attempt
to create a word that puts a third or fourth one next to these would retroactively
render the original meaningless.

We also encounter the issues with catching the transformation when we find
multiple diverging new understandings of a general usage word (that are typically

5 O’Callaghan, Sean: Cyberspace and the Sacralization of Information Heidelberg
Journal of Religions on the Internet 2014/6 90-102.
6 Kumon, Shumpei. 2008. “An Infosocionomist’s View.” Journal of Sociolnformatics,

1(1):6-20.
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used in distant sub-cultures). In these cases, the smallest differences may appear
to be meaningfully different (see for example the two meanings of information
poisoning and information patchwork), however, we often classify the slightly
differing explanations together as variations, and allocate only one interpretation.

We often excluded expressions that avoided becoming skeletons, but we did
not judge them worthy to be the subject of serious analysis. If there is a ‘muffler
clinic’ for our cars, should the person solving our information-related issues be
an ‘information doctor’? We can imagine someone calling their bit-hunter friend
one — but they are just as likely to be called information wizards or information
mages (by the way, none of these are hapax legomenons). This expression has
stylistic value, but we do not feel that it is worthy of a categoric existence (unlike,
for example, information detective). Or we can use information tamer as an exam-
ple, too: even if they have a dictionary definition (“a person specialised in com-
municating complicated scientific or IT-related theories is an easy-to-understand
way”’); only time can decide if it will take root in languages in which, unlike in
English, ‘taming a beast’ is not an often used expression.

We collected almost 50 expressions from Urban Dictionary’ that are charac-
teristic, existing products of big city slang, but only chose to include two of them
(infowank, infogasm); and even these are only meant to demonstrate this magic
well that neologisms constantly spring out of. On the other hand, we only excluded
infobionics or ‘info-nano-cogno complex’ for a practical reason: they are not de-
rived from the word information, but from informatics.

Often, we also chose to present a word if it was widespread in English, but
did not have an equivalent in other languages yet — if they opened an interesting
window on some characteristics of the first world, that was reason enough to make
suggestions regarding their translation or cultural translation. We felt more of a
sense of mission when we could critique a thought, theory, approach, or view that
we considered incorrect; this occasionally made us include expressions in the 252
articles that we did not consider worthy by themselves.

We divided the 252 words into 28 categories, so that the areas of reality the
given expressions refer to may be visible in groups. We strived to include words
from everywhere, and to divide them approximately evenly. The layers of the in-
formation base lexicon emerge, special environments for users also appear (from
economy to politics and law). Things, actors, actions, and processes separate. We
also organised words around families of metaphors. It may be as interesting to
start from categories as it is from the alphabet.

We used an innovation that we hope will be considered original for alphabetic
search in the book. As almost every article starts with the prefix ‘information’,
we based the index on the first letter of the second words, and used colours to
highlight them, thus the publication is easy to browse.

7 http:/www.urbandictionary.com/
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The nature and construction of articles. Spelling considerations.

In our word guide, we did not allocate different entries for variations with the
same root (information work — information worker, information science — infor-
mation scientist).

In the construction of the definition, we strived for using not only catchy, brief
sentences, but accurate descriptions that reflect on every important attribute of
the expression. Thus we often do not repeat everything in the detailed analysis.

In the ‘header’ of the article, we list other expressions (if any) that are used
in the same or a similar meaning. These may not contain the word ‘information’,
or, in other cases, ‘data’ or ‘communication’ may replace information. When we
present an expression that has the ‘information something or other’ structure,
but not its own article, we provide its English version in parentheses. Antonyms,
words with the opposite meaning, may often be indicated, but they are often not
meaningful.

We grouped the words into three categories based on whether they are every-
day (simply name things in the first world), whether they have professional content
and thus belong to the second world, or are scientific terms, and as thus, parts of
the third world. We occasionally noticed that they are in movement between the
two worlds. Others may be present in multiple worlds, used with different mean-
ings. Still, we attempted to make statements regarding the standing, the situation
of the expression in the linguistic system. Thus we encounter words that get
stronger, ones that stagnate, and ones that are on their way out.

In the explanatory part of the articles, we listed layers of use, the exact content,
the history, the changes in meaning, and the alternative occurrences of the expres-
sion, but with considerable differences in construction.

Sometimes the story is very important, so we allocated more space to it —even
if first use is not to be found. Where we provided a year, but did not indicate the
source, we always used Oxford English Dictionary data. All these are, of course,
important in the words of the third world, as the creation of a new term is gen-
erally related to an event with a science history important, in the chronological
order (historiography) of the given scientific discipline. As earlier documented
occurrences than the ones previously known are often encountered, every state-
ment in the articles should be taken as “according to the current state of research”.

Sometimes the fine structure of interpretation seems more important, and
sometimes the exact setting of the place occupied as part of a coherent family of
words, as compared to the network of related concepts. And finally, in some cases,
the ‘Evaluation and recommendations’ part is longish, as our interest lies there:
we hope to often point out erroneous uses, confusing interpretations, inconsisten-
cies resulting from the movement between various language registers, or simply a
laziness of thought that mixes meanings together. Critiques and recommendations
are always subjective, even though they are parts of the third world: they reflect
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the point of view of the article’s author, that may occasionally be an openly minor-
ity viewpoint that is consistently taken for every expression that it may relate to.

We provide references for two reasons: partly for fulfilling the requirement
of indicating the source of the reference in question, and partly for offering sug-
gested readings for an even deeper professional study. This is by no means a
bibliography, kind Reader, but merely a recommendation, even if we occasionally
had managed to choose the most appropriate texts in the literature for this goal.

In the time since we finished the manuscript, multiple expressions that would
definitely make it in the next edition have sprung up. If you miss, for example,
the expressions ‘information landscape’, ‘information credulity’, ‘information
balance’, ‘informing science’, ‘informization’, ‘information loop’, ‘information
determinism’, and ‘information order’ please consider that we did have to draw
the line somewhere. If we manage to create an on-line interface to accompany the
book, the expansion of articles may become continuous.

Regarding the conceptual structure of information science: the middle
road between tightness and looseness

Let us discuss the third word in a little more detail now.

In our rigorous pursuit of clearing up concepts, that the Reader will often en-
counter, we are striving to follow some very old forerunners. Father of the “three
worlds” theory, Karl Popper himself repeatedly expressed that he was “allergic
to hot air”, by which he meant terms that were too vague; for example, he was
reluctant to say the otherwise accepted compound word “human nature”.

Information undoubtedly takes us to a huge “conceptual labyrinth™®; even the
word itself is a so-called nomen abstractum: it exhibits characteristics of verbs
and nouns at the same time. It refers to both the action and the effect of the action.
Further barricading the ways of the labyrinth that was built to be hard to begin
with, as we saw on the example of Informatorium, had started before modern sci-
ence appeared, but took on an even more unusual size as society, the humanities,
and natural sciences started to import and reuse the concept from each other. This
is why it sometimes means a preventive mirroring or reality, the copying order of
base sequences, or a statistical amount expressed in a base 10 logarithm. However,
regarding our word guide, we should not consider the conceptual problems of in-
formation itself: the expressions selected for the word guide contain the versions
of the word cooked up in the third world cookhouses of physics, mathematics,

8 “As Floridi notes, ‘information’ is a ‘conceptual labyrinth’” Myburgh, Susan: What the
future was: recordkeeping and the paradigm shift it has to have (Draft, 2008) p. 11.
http://www.academia.edu/3571284/What the future was recordkeeping and the
paradigm_shift it has to have
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genetics, biology, etc., in order to let us see the size of the word cloud. But we
mostly present occurrences in the first and second words, referring to ordinary
weekdays and professional worlds that use information intensively.

This, however, is the world where previous looseness was strengthened by the
word magic of media and political communication, and the tabloidising public
discourse and tabloidising science initiated a destructive erosion by making the
interpretation of concepts alternative in multiple cases, and thus the use of con-
cepts became endless, uncontrolled, unregulated (not to mention inter-cultural
differences).

However, definitions by themselves are unable to handle all these, and no
amount of explanations may balance a basic concept that is ‘opaque’, transparent,
uncertain.

On the other hand, unduly strictness is not necessarily effective, either. At
the exams of psychologist Lajos Kardos, students who described the movement
of rats in a labyrinth with the phrase ‘took a left turn’ failed the exam. The cor-
rect answer would have been that they modified the direction of their locomotion
(directional movement). Metaphors always remove us from this type of precision:
however, ‘immaculate conceptionalisation’, terms constructed from thin air is not
the way to go in most cases, either.’

How can we find the middle road between tightness and looseness? This point
may be different for each expression. We will find it if the expression is easy to
identify, if its meaning may be figured out without previous knowledge. We feel
good if the word can handle its own unique nature (differences compared to other
expressions organised into networks of meaning) and the similarities, the shared
moments and images that connect the meaning to other meanings.

There is no doubt that in the third world, conceptual uncertainty makes the
construction of objective knowledge remarkably hard. Building upon the motto
of the recently passed great Hungarian thinker, Elemér Hankiss (1928 — 2005),
‘the age of uncertainty’, we can definitely talk about the Age of Conceptual Un-
certainty.

The earlier rhythm of development and change of meanings became horribly
complicated when the discourse became multi-channelled. Simultaneously valid
every day, scientific, artistic, and spiritual representations of the same region of
reality are continuously born, and (at best) these try to mutually reflect on each
other, to use or debate each other’s conceptual solutions. But science commu-
nication also became multi-channel, partially through by the ever wider com-
municating vessels of interdisciplinarity, and partially by the way of researcher’s
internal-use conceptual innovations reaching other social and language registers
as informative or educational content.

9 Bryant, Anthony — Raja, Uzma: In the realm of Big Data First Monday, 2014/2 http://

firstmonday.org/article/view/4991/3822
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Because of the widely used, partially folklorised expressions and the huge
number of alternative uses per expression, the inability to have discourses grows:
more and more researchers dealing with a topic would have to spend more of
their time to clear up linguistic-conceptual issues, to critique and to analyse them
instead of building the discourse itself. And even though self-purification is one
of the defining abilities of languages, they also posses mechanisms that enable
it to, in situations that endanger mutual understanding, terminate ambiguities or
unnecessary polysemies, however, in the language of science, numerous factors
and counter-forces may work against this.

We should also face the price that the scientific community pays at areas strick-
en by Conceptual Uncertainty:

» new knowledge is created as individual, and not collective effort; forcing
researchers into parallel “pocket universes” instead of developing meanings
together through discourse

* the chance of interdisciplinary dialogue decreases, as experts consider mean-
ings used in their fields superior, and thus have a hard time approaching the
dictionaries of other fields in a discovery-understanding mode,

* neologisms are less about serving as linguistic support of achievements in
understandings, and more about letting their owners gain footholds in the
scientific attention richness!

» Worse researcher well-being

The Informatorium may be a good first step to decreasing the pressure of Con-
ceptual Uncertainty.

However, we occasionally return to the collection of words depending on
changes of reality, so that we can modify recommendations in its planned on-line
version, add new expressions that started to be used, correct eventual errors, and
refine deductions and statements.

In parallel, it is more and more timely to start a clearing-up and a classification
in the most loaded, similar pieces of the information base vocabulary, often used
as prefixes (data, signal, digital, cyber, knowledge).

Afterword

Many years ago, I was searching for an expression to describe an interesting in-
formation history feature of early Modern Europe. At that time, such an amount

10 We named this phenomenon the “terminus rodeo” in a shorter article (Z. Karvalics,
Laszl6: Terminusrodeo: Minek nevezzelek, digitalis bennsziilstt? (Terminus Rodeo:
What to Call You, Digital Native?) It-Business Online Note, 3 November 2011
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of changes of meanings were present through diffuse, mysterious information
exchange happening through hard to reconstruct, multi-actor channels that it
seemed possible to deduct the formation of a number of characteristics of mo-
dernity. It was almost by accident that I found the concept of ‘translation’ that
science sociologist Bruno Latour used in an analogous communication situation.
It seemed fertile and creative, as it is different from the traditional meaning of
translation. It is more and less at the same time. It reflects the there-and-back paths
meanings take and the changes that happen in the meanwhile. I have not used it
again since, it was hapax legomenon in my own texts until now.

However, when I checked who used the word ‘translation’ and what for, I
encountered a very exciting world. Geneticists and biochemists use it to describe
the process of protein synthesis. It has a huge literature in theology. Physicists
use it do describe molecular movement and the movement of solid bodies; this is
also useful for geologists when they wish to name a special case of the movement
of layers relative to each other. The realisation of how the same word can have
an expressive and imagination-empowering power in such varying situations,
and behind all the differences, we can still glimpse the general and identical in
these made me think back to my university years. It made me recall the experi-
ence of Professor of Linguistics Janos Zsilka (1930-1999) uncovered the differ-
ences between integration of meaning, linguistic change, and virtual, metaphoric,
and hypothetical meanings (this trinity now also resonates with Popper’s three
worlds). And when, rarely, we reach unexpected discoveries, identify patterns of
connections that have been hidden before, or are forced to change our beliefs that
we had considered stable before during our time spent with worlds, it can be just
as beautiful as being let into the colonnades of a previously unknown world of
knowledge. This experience is a source of sustained curiosity, of endless, unap-
peasable interest, to experience this again and again. I am looking forward to
seeing how much of this we manage to transplant into the seemingly dry, cold,
mechanical empire of articles. Enjoy browsing!
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Information abundance

~ the unrestricted satisfaction of information needs related to a well-
described domain. The necessary information is available in a large
amount, in multiple, diverse forms.

Expressions used with the same, or very similar, meaning: information glut,
too much information

Antonym(s): lack of information, information quarantine, information black hole
Expressions from related concepts: information pluralism, information flow
Which category? The base meaning, long used in an everyday sense, is starting
to enter scientific dictionaries as a definition.

The phrase in the language system is highly loaded, it often appears ad hoc,
used instead of other, popular expressions.

After the millennium, the need for a more accurate definition of information
abundance, that had often been used before, grew stronger. Instead of the hard-to-
capture and inaccurate ‘much’, ‘dense’, and ‘varied’, the important criteria became
‘easily created (by anyone)’, ‘widely distributed’, and ‘cheap or free’ (Bimber,
2003). Others add constant availability by instantaneous presence. Many feel that
we have simply entered the age of information economy (Smith, 2015). Verzola
(2010) believes that information abundance, in this sense, changes the consump-
tion and creation practices of various information goods (e.g. free software, on-
line music streaming, e-books, etc.). And Bimber (2003) summarises how the
structure of politics is re-formed by the abundance of political information. (This
is clearly a more comprehensive approach than the simple expectation that a politi-
cal campaign should be information rich as it is more effective that way).

It would have been surprising if the knights of the attention economy had not
attempted to utilise the fact that evolutionary science likes to use the phrase ‘su-
perabundance’ to describe situations where environmental resources are available
in such an exaggerated way that the dependence that comes about because of the
lack of effort to attain them makes the individual or the population more prone to
damage. Information superabundance (Blunden, 2014), means something differ-
ent, of course: the author uses it to express the same idea as earlier publicists and
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researchers of information richness, only that he — understandably — wanted to
give the phrase a ‘twist’, so that it stands out more.

EVALUATION AND RECOMMENDATION: in order to explain differences between
abundance and richness, we dedicated a separate article to the latter.

References:

Verzola, R. (2009): 21st-Century Political Economies: Beyond Information Abundance. /nterna-
tional Review of Information Ethics 10, 53—62.
http:/ www.i-r-i-e.net/inhalt/011/011-full.pdf

Smith, P. (2015): The New Era of Information Abundance: What Does It Mean for Higher Educa-
tion? Trusteeship Magazine July/Aug.
http://agb.org/trusteeship/2015/julyaugust/the-newera-of-information-abundance-what-does-
it-mean-for-higher

Bimber, B. (2003): Information and American Democracy. Technology in the Evolution of Political
Power. Cambridge University Press.

Blunden, N. (2014): Finding value in information superabundance. The Economist Group May 24.
http://www.economistgroup.com/marketingunbound/consumers/finding-value-in-informa-
tion-and-abundance/

Back to
Contents


http://www.i-r-i-e.net/inhalt/011/011-full.pdf
http://agb.org/trusteeship/2015/julyaugust/the-newera-of-information-abundance-what-does-it-mean-for-higher
http://agb.org/trusteeship/2015/julyaugust/the-newera-of-information-abundance-what-does-it-mean-for-higher
http://www.economistgroup.com/marketingunbound/consumers/finding-value-in-information-and-abundance/
http://www.economistgroup.com/marketingunbound/consumers/finding-value-in-information-and-abundance/

29

Information accessibility

~ the development and application of devices and technologies that
aid with sensory disabilities to access information resources.

Expressions used with the same, or very similar, meaning: infocommunication
accessibility, digital accessibility

Expressions from related concepts: information infrastructure, information
poverty, information architecture

Which category? Utilisation of a pre-existing concept (making physical spaces
accessible to people with reduced mobility) for a special case. It is already con-
sidered a technical term in a legal context.

The phrase in the language system is diffusing slowly but steadily.

In an information society, access to information and to information-handling
devices is a fundamental human right. People who are unable to communicate
in the traditional way as a result of sensory, locomotory, or other disabilities, are
no exception to this rule. In the name of equality, information accessibility, i.e.
the elimination of their communication disadvantages with the help of modern
digital technology using appropriate corrective means, devices, software solu-
tions, and interfaces, along with a consciously used information architecture, is
of vital importance.

In recent decades, the development of infocommunications devices has gained
such momentum that the development, introduction, and promotion of corrective
measures for various types of disabilities have become less and less of a technical
challenge. Moreover, society, politics, and various non-governmental organisa-
tions also place a greater emphasis on these issues. One of their successes is
that the strict legal requirements for public building accessibility are now also
applicable to websites. Due to legislation and social collaboration, there are now
Braille boards, pictograms, information boards in contrasting colours, sound am-
plifiers for persons with hearing impairment, and visible, clear signs, messages,
and information points easily accessible to persons with motor disabilities — the
list could go on.

A functioning information environment must ensure that informative devices
for the disabled are easily accessible, and that they are quick and easy to find and/
or to use. The various notices, tables, and inscriptions placed at building entrances
and next to doors and windows, particularly their height, size, colours and the
contrasts between the colours, font types and tactile quality should all be decided
upon as the result of reasoned and well-thought-out work, the only goals of which
are to represent the interests of people in need, and to make their lives — e.g. enter-
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ing or returning to the job market — easier. Since on-line services have taken over a
multitude of traditional functions (e.g. administration, shopping, communication)
information accessibility is, for the most part, related to Internet use.

EVALUATION AND RECOMMENDATION: In the countries that lead information cul-
ture, information accessibility is several steps further ahead than it is in other
countries, but the use of the related technologies is getting better and better dif-
fused here, as well. Thus, we may expect the expression to become better known,
and used more often.

References:

McVilly, K. (2017) Information accessibility and the right to know Pursuit, Sep.28. (The Acces-
sible Information Project at the University of Melbourne)
https://pursuit.unimelb.edu.au/articles/information-accessibility-and-the-right-to-know
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Information actions/activities

~ the entire spectrum and set of all action types that contains all hu-
man activities possibly performed with information.

Expressions used with the same, or very similar, meaning: information opera-
tion

Antonym(s): physical action

Expressions from related concepts: information behaviour, information needs
Which category? Almost every use is flashing between a technical term and a
name for activities well known from everyday life. The plural version is so much
more frequent that it is a good sign that the phrase is given its meaning by refer-
ring to all kinds of information activities at the same time: at can also be used for
individual information actions, but those all have their individual names.

The phrase in the language system is very diffused, but in many cases, even
the scientifically intentioned use is a recollection of the unreflected everyday
meaning.

We should spend time considering what the difference between information stor-
age and warehousing is. Whether information processing is a type of informa-
tion management, or the other way around? How we would define information
transfer and information exchange, information consumption and information use
compared to each other? Do we need to differentiate between the various types
of multiplication, depending on the way the replicas are created, and the number
of destinations they reach? How many types of activities and how many “states
of matter” of information can there be behind the transmitted information? What
type of information activity series can and should be divided which sections?

Let us think of the following Victorian route. Miss Wilcox is sitting on the bal-
cony reading, and she is startled by the sight of some black birds. She is reminded
of her fiancée, whom she had last seen in a dress coat, and when she has arrived
in the room, she has already put together a message to him in her head, and she
scribbles it on a piece of paper. She goes to the nearby post station, speaks a few
words to the watch officer, hands over the written text, and remembers and speaks
the address of her future husband. The telegraphist starts to press the buttons on
his machine, and sends the morse code messages. Those are received by another
telegraphist on the other side who creates the written version, and hands it over
to the delivery boy. In the meanwhile, the girl arrives home, and puts the paper
with the message into her treasure chest.

Is Miss Wilcox using special contractions knowing the maximum length of
a telegraph while attempting to meet the stylistic literary criteria an information
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activity? Is memory reproduction, remembering the postal address an informa-
tion activity? Wersig and Windel (1985) think of the above and similar questions
when they write that information science needs an information action theory and
a typology of all possible information activities.

However, from the announced programme, barely anything was realised in
30 years. Studying the theory of information actions is not popular as it is a very
complex topic, and as we saw, it is sequential and cyclical; chains of actions are
formed by numerous part activity types, and thus, actions may be combined in
an almost limitless variety.

Numerous typologies had been made even earlier, the most popular ones in
communication sociology and library science (Borko, 1968), but none strived
for completeness, only for the classification and listing of activities important
to them. This also characterises the classification of Etzel and Thomas (1996),
who emphasize the eight most important activities regarding personal informa-
tion management (PIM). Cox (2013) proved regarding a very narrow information
world, photography, how simple social practices can lead to various information
activities (and this was way before image sharing and image searches).

EVALUATION AND RECOMMENDATION: Talking about information activities, we
take on a general analytic situation, as the systemic level of the idea is the ‘To-
tal’, the “Whole’. It should be used with keeping this in mind, in the appropriate
problem environment.
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Information addiction

~ a pathological drive to learn, consume, and collect new information
that turns into an addiction and drives out all other aspects of life.

Expressions used with the same, or very similar, meaning: digital addiction,
information junkie, information hoarder

Antonym(s): infophobia, information avoidance

Expressions from related concepts: information obesity, too much information,
infomania

Which category? An erroneous term created with a mistaken metonymic transfer
of meaning, occurring time and again not only in everyday texts, but unfortu-
nately also in ones intended as scientific.

The phrase in the language system is a source of confusion, we believe its de-
mise should be hurried.

New York psychiatrist Ivan Goldberg had created the concept of Internet addic-
tion in a satirical piece of writing in 1995, but to his surprise, the genie managed to
escape the bottle. The expression, originally created with sarcastic intent, spread
like wildfire among experts working in network culture and Internet psychology.
As this coincided with the mass spread of Internet use, in a couple years, it be-
came clear that new terms are indeed necessary, as a new class of addictions had
been born: many users became addicts in the medical sense, to an extent that had
a profound effect on their everyday lives. First, it was named Internet addiction
disorder (IAD), by now, problematic/compulsive Internet use (PIU, CIU) is the
most accepted term. Internet overuse, which was popular for a while, gets us away
from the clinical world, as what and why is considered ‘too much’ is a highly sub-
jective assessment. And indeed: with the explosive popularisation of the Internet,
the number of addicts grew, as many — predominantly young — users developed
a pathological relationship with the on-line world in a way that endangered their
social contacts, health, and financial standing. A multitude of Internet addiction
specialists and clinics focusing on the issue showed up.

However, while Internet addiction is a clear medical term with a widely ac-
cepted meaning, the same does not hold true regarding information addiction. The
way to the birth of the expression ‘information addiction’ started with a simple
transfer of meaning. The iDisorder concept was created by “Psychologist of Tech-
nology” Larry Rosen, where the ‘i’ prefix was used to call up the longer ‘informa-
tion technology’ phrase (IT) — much like other portmanteau words from around
the millennium, following the long line of expressions with the ‘e-’ (electronic)
prefix. However, much like the Internet, information technology is not informa-

Back to
Contents



34

tion itself. They may evoke each other, but they are profoundly different classes of
reality. Typical areas of Internet addiction include consumption of various games
(specifically on-line games of chance), pornographic content, or a morbid text
output made up by posting a huge amount of comments. There is no — or at least,
in the pathological sense, there is no or not applicable to speak of — behavioural
disorder that would manifest itself specifically in a search for, and consumption of
information. Therefore information addiction in the general sense simply makes
no sense. Moreover, accepted terms for minor dysfunctions of information behav-
iour already exist. Compulsive behavioural disorders include manic information
gathering (the hoarding of gigabytes and terabytes of data without a goal or later
use), and many use the term ‘information junkie’ for information content that is
consumed in order to create a good feeling, a ‘high’.

EVALUATION AND RECOMMENDATION: In every moment of our lives, we depend
on information that determines our actions; this is information exposure. It is a
basic state of being. Illness and addiction are not caused by changes in the rela-
tionship to information, but by a series of socio-cultural effects that turn into vari-
ous behaviours based on the person and their level of traumatisation. Pathological
dependence does not develop on information, only on carrying out various, typi-
cally self-rewarding activities, among which there are ones where there is digitally
transmitted information behind the content. However, speaking of information
addiction is deceptive, use of the concept is contraindicated.
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Information aesthetics, info-aesthetics

1. ~ a developing scientific field that analyses and interprets the as-
similation of contemporary culture to the information-rich world.

Expressions used with the same, or very similar, meaning: computer art
Expressions from related concepts: information visualisation, information de-
sign, infographics, artistic data visualisation

Which category? A technical term.

The phrase in the language system is still looking for a place in the network of
rival concepts.

2. ~ an attempt to utilise quality-based, mathematical-statistical in-
formation theory on traditional aesthetic fields.

Expressions from related concepts: content analysis, (artistic) data mining
Which category? A terminological experiment to name an independent field of
science — its failure has doomed the concept to oblivion

The phrase in the language system is only present as a historical footnote.

1. Lev Manovich, one of the ‘daredevils’ of contemporary cultural philosophy
started using the phrase ‘information aesthetics’ around the millennium, as the
science of how contemporary culture reacts to the world that may be described
with different measures of information management. What new aesthetic sensitiv-
ities and forms of communication does it create, from design through architecture,
to designing movie and human-machine interactions? Which will become the
radical new techniques of representation, and how may the information mega-sets
surpassing human senses be brought down to our level? Can we simplify infor-
mation to shapes, to make it possible to understand them? But while Manovich’s
— bravely stated — ambition is to line out solely the aesthetic characteristic of an
information society (this may also be one of the interpretations of the contraction
info-aesthetics), his interpretations are loosened when he, in an interview or study,
narrows the concept down to the artistic value of graphic information representa-
tion, barely diverging from the newest forms of the barely 50-year-old computer
art. And while he has many followers, many use Manovich’s fertile concept of
information aesthetics, we think it is no accident that his relevant, manifesto-style
book has been unfinished for more than 15 years. Just as the point of information
society is not ‘much information’, the art and aesthetic of information society
cannot be comprehended from this information starting point, either.
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2. In the 1950s, German philosopher and publicist Max Bense (1910—-1990) at-
tempted to bridge the gap between philosophy, psychology, social sciences, art
theory, semiotics, and information theory on a Hegelean basis. He tried to ‘trans-
late’ information-related mathematical measurement models to a new point of
view that deepens art analysis. Bense’s information aesthetics found a French
follower in the person of Abraham André Moles (1920-1992), who attempted
to demonstrate, with a serious scientific arsenal, that order (in the information
theory sense) and complexity make people feel warm, and aesthetic content can
be related to mathematically definable information characteristics.

And even though researchers and publicists refer to the research of Bense and
Moles to this day, the failure of theoretical reflection has banished the concept
from the professional discourse. The contradiction between the quantifiable na-
ture of mathematics’ concept of information and the qualitative nature of the eve-
ryday concept of information, usable for the interpretation of artistic phenomena,
is impossible to bridge. The founders of mathematical information theory clearly
knew of this difference, and they never meant to get to the qualitative part. This
is why this brave attempt by Bense and Moles was deemed to fail.

EVALUATION AND RECOMMENDATION: as in a number of other cases, the un-
critical mixing of the two concepts of information takes the meaning of the same
phrase into two very different directions.
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Information age

~ the conceptual projection of the viewpoint according to which, the
most definitive characteristic of current human civilisation is the
revolution of information access and information management.

Expressions used with the same, or very similar, meaning: information society
Antonym(s): industrial age

Expressions from related concepts: computer age, digital age, new media age,
digital revolution, knowledge society

Which category? An expression in the colloquial layer of language, the scientific
discourse avoids its use.

The phrase in the language system appears increasingly rarely, it is forced out
step by step by other names for the era.

As we crawl back through time to earlier and earlier periods, the reason while
contemporaries call the age in question the ‘information age’ changes. If'it is writ-
ten down today, it is because of smart devices, the cloud, artificial intelligence,
Big Data, and the Internet of Things. Ten years ago, the Internet, 25 years ago,
computers were the buzzword.

Few know that the expression itself is even older. It was first used in a 1958
speech by American Senator, and later Vice President, Hubert Humphrey. He calls
the new age of science the information age, as the scientific results of earlier eras
are always at hand for scientists. Humphrey said what he said for a reason: library
and information science had just gone through a massive development, thus it
could support research and development directly, and the first direct development
programmes related to the future world wide web were aimed at supporting shar-
ing and accessing scientific information — so did the later Internet pioneer Joseph
Carl Robnett Licklider who, writing about the libraries of the future in 1959,
called those ‘intergalactic computer networks’.

And although the expression itself is nearing its 60th birthday, while the name
of the age is still valid today, cultural historians and museologists enjoy taking the
history of information age to 200 years ago, to the end of the 18th century, where
the concepts of classification, reseau, and the (semaphore) telegraph were born,
giving life to the technology and culture of information. This, however, does not
mean that the everyday base meaning of information age has started on the way
of becoming a technical term.

EVALUATION AND RECOMMENDATION: Science and technology evolve at such a
pace that the phrase ‘information age’, that once sounded bombastic, is now not

Back to
Contents



38

even in competition with the newer and newer names for ages, from the age of
singularity to posthumanism. It is slowly fading from use.
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Information alchemy

~ the science and art of creating valuable knowledge from invaluable
raw information.

Expressions used with the same, or very similar, meaning: the DIK model,
information ladder, information spectrum, information continuum

Expressions from related concepts: information value, information value chain,
knowledge, wisdom, transformation

Which category? Despite a number of attempts, information alchemy did not
manage to become an information management term. However, it is very popular
as an invented name.

The phrase in the language system is used in a number of meanings in English.
In some other languages it is completely unknown.

As mediaeval alchemists attempted to turn worthless raw materials into gold, data
and information turn into knowledge in an epiphany experience that results from
special transformations.

Since 2012, Mike Eisenberg has been promoting this intense and suggestive
image and information alchemy as a word of his own creation in presentations and
short professional texts (Eisenberg, 2012). However, 10 years earlier, an interesting
volume of scientific studies on university science management had been published
with the exact same title (Bernbom, 2000), and two excellent scientists had also
attempted to introduce and utilise the phrase about 20 years ago. Thomas Backer
(1993) uses it as the magic of knowledge utilisation, while in Gary Marchionini’s
(1995) work, it is an ability expected from an ideal system of information that is
used to re-represent relevant information in the form that is most suitable for use.

The moral of all this is that regardless how ingenious or attractive an expres-
sion may be, it may not take root in information science. (After the weak original
reception, it appears that even Eisenberg is forgotten.)

We must, however, definitely that the expression is very fashionable as an
invented name. Multiple companies have chosen this as their name (the most fa-
mous one is probably British marketing information consulting firm Information
Alchemy Ltd). This was the name chosen by British information management
experts for a rich collection of resources, the name of a Twitter page that, in the
Eisenbergian tradition, examines knowledge constructed from marketing data,
not to mention Shirley Keeton’s fantastic Pinterest site that demonstrates with
visual thinking, or the exciting picture titled ‘Information Alchemy’ by painter
and graphic artist Carson Grubaugh.
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EVALUATION AND RECOMMENDATION: The reason that the phrase has no reception
in multiple linguistic areas is that ‘alchemy’ sounds more positive and exciting in
English than in other languages. Alchemists were, in a sense, the predecessors of
modern scientists, yet many consider them to have been tainted with esotericism
and fake science, thus expressions containing alchemy have little space available
in the attention economy.
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Information anarchy

~ the lack of regulation or chaos of information processes, the lack
of control.

Expressions used with the same, or very similar, meaning: —

Antonym(s): information organisation, information process planning, informa-
tion democracy, information dictatorship, information management
Expressions from related concepts: information Ludditism

Which category? It is used as a technical term in organisation sociology and
economy; in an everyday sense, it can be used to retrace information dysfunction
to disorganisation in a stylish way:.

The phrase in the language system is rarely used, growing further and further
away from its professional meaning.

In the early 2000s, Bernard Liautaud chose to type company information mech-
anisms using the basic forms of political control. With a little simplification:
in information dictatorship, knowledge is concentrated in the hands of a few
leaders, in information democracy, it is diffused among a wide range of people,
and in information anarchy, mechanisms are not pre-formed, processes are not
regulated. All the organisational units of the company possess different pieces of
information, and handle them individually, without knowing about each other’s
data (Liautaud, 2000). This permits the creation of ‘information fiefdoms’ inside
a company — i.e. informal groups that take the previously over-engineered view
of IT departments to another, different kind of inefficiency.

A bit later, we find more and more examples of uses that are only slightly
similar to the above approach. In 2001, the lack of regulation of a single informa-
tion moment was enough for people to cry ‘information anarchy’: after the large
number of hacker attacks and security incidents at Microsoft, security consultants
and partner companies independently published their data regarding the software
errors that made these attacks possible.

In 2002, American comedian A. J. Jacobs called our surroundings ‘informa-
tion anarchy’ in an influential book because despite the information glut, we
cannot trust what we read, as more and more content is uncontrolled. (Jacobs,
2002). Furthermore, every controversy, error, and dysfunction of the computer-
rich world and the Internet is an opportunity for authors to cry anarchy. The
editors of the website Literacy 2.0 named 2010 “The Year of Information Anar-
chy”, crediting the lack of control with everything from cyber bullying to a new
generation of viruses.
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EVALUATION AND RECOMMENDATION: [nformation anarchy had a unique, well-
defined meaning in Liautaud’s original professional environment. As the expres-
sion was more and more diverted by moral panic, this meaning went out of use.
Anarchy is just a ‘curse word’, a strong turn of phrase for many authors, to be
used to judge a state of affairs they find unpleasant.
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Information anthropology

~ an experiment inside the cultural arm of anthropology, the science
of studying the human race (Homo Sapiens), to realise the overall
context and to create models by describing and understanding infor-
mation phenomena and information behaviour.

Expressions used with the same, or very similar, meaning: information be-
haviour research

Expressions from related concepts: information world-view, information his-
tory, information civilization, information philosophy, information turn

Which category? Multiple people have suggested it as a name of their specific
scientific approach, but these are independent occurrences that do not reflect on
one another.

The phrase in the language system is only present as a number of alternative
initiatives.

IS4S], the International Society for Information Studies held a conference in the
Russian capital in May 2013, where participants accepted the “Moscow Declara-
tion”. The fourth chapter of this document reviews multidisciplinary research
areas that may become more important in the following years: among the dozen
new approaches, information anthropology hides humbly between information
aesthetics and information ecology.

Researches who consider their work to be part of information anthropology
hold rather different points of view.

According to economic researcher John Dowling, anthropology may help eco-
nomic science out by conveying information from various sociocultural ranges,
thus taking on a kind of hypothesis-testing role. This, according to him, is ‘infor-
mation anthropology’ (Dowling, 1982).

Strange-fated Danish artist and Nietzsche researcher Inge Houmann (1939—
2001) also named her epistemology-based theory ‘information anthropology’ in
the mid-eighties (Houmann, 1985). Her starting point was the idea that language
is incapable of describing reality (semiotic nihilism), language itself is only part
of the obstinately repeating information cycles. The important part is the ontology
of information (the basic definition of its existence). Information, in this sense, is
the collective human creation of social history; every participant of this singular,
multi-millennium adventure polishes, shapes, switches, and forms ideas, mean-
ings, and interpretations.

The Japanese Okuno (2009) has yet another approach, considering the phrase
to mean the “anthropology of people of the information age”, the social science
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profiling of people who grow up in the new digital environment, and changes of
contacting the outside world and inter-family flows, while the Russian Konstantin
Kolin considers it to be on a more comprehensive level, the framework of analys-
ing psychosocial changes that are part of the transformation to an information
society. A Romanian scientist living in Italy, Cornelia Guja, approaches informa-
tion anthropology as a more comprehensive scientific subject than any other sci-
entist. She created a comprehensive, cybernetics-based theory that places energy
processes in the centre (her own name: biocosmology-based), a central element
of which is adaptation realised by information processes (Guja, 2009).

Personally, we would prefer to give all these approaches different names, so
that information anthropology may be identified as a new view in cultural anthro-
pology. There have been experiments to define culture itself using information
concepts (Jurij Lotman), and to model the spreading of ideas among groups with
epidemic models or memetics. Symbolic anthropology, the anthropology of cog-
nition had identified its own models earlier — these have formed the area where
an unified description of the world of information phenomena is possible, and it
seems to be a promising scientific programme.

EVALUATION AND RECOMMENDATION: Few anthropologists know it, much less
accept it as a new ‘branch’ of their science.

However, as the result of the information turn in social sciences, we hope that
the concept and the approach it reflects will grow stronger.
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Information anxiety

~ a nervous, disturbing state, a moderate or more severe psychosis
caused by the shocking growth of the total mass of information.

Expressions used with the same, or very similar, meaning: content shock
Antonym(s): information junkie, information addiction, information diarrhoea,
information obesity

Expressions from related concepts: information overload, attention deficit
Which category? A term that filtered through from social science discourses to
everyday language.

The phrase in the language system will remain stably as the concept it refers
to is recreated.

Years before the Internet had become a mass cultural interface, in 1989, Richard
Saul Wurman warned the world that information overload can lead to the devel-
opment in psychic symptoms. A new type of anxiety disorders, that are clinically
defined and that concerns many, came to be as behaviour can also result from
powerlessness because of the

The phenomenon is explained by Wurman by the fact that the knowledge
we possess has an inverse relationship with the incomprehensible growth of the
amount of information.

The more outside information there is, the less and less important the knowl-
edge in our heads seems. We are unable to decide what is worth knowing or
important to know, and what is not: as if there was a black hole between data and
our knowledge. And if all this wasn’t enough, another reason for anxiety may be
an inability to find what we need in the information set that seems infinite.

According to Wurman, the secret to handling the problem lies in planning. We
must find a way, systems to use as the basis of searching, and ways of accessing
information. We must find ways of access, segmentation, and selection. It is rarely
mentioned that Wurman only carried on the earlier concept of library anxiety.
Since the early 70s, the any psychic stress of university students in various coun-
tries experience when they encounter a library, from the size of the library to anxi-
ety created by “how to start, where may it be” questions. And although library
anxiety as its own individual term had only been born in 1986, two years before
Wurman, almost two decades worth of research data was available by the time.

All this is, consequently, a strong piece of criticism of Wurman’s work. It ex-
poses information anxiety as a comprehensive phenomenon in order to magnify
the significance of his own thoughts, while it is well known that it is only experi-
enced by some types of users (employees) in certain situations. On the other hand,
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no one ever meets an “immeasurable quantity of outside information”, only a slice
of it that may be measured and handled after some familiarisation. The recom-
mended therapy (a better pre-forming of the information environment) is consid-
ered an intervention that, regardless of Wurman’s alarm, has been a decades-long,
full-fledged developmental practice of the concerned professions. Wurman (and
companies that refer to him) offer their own, personalised methodologies instead
of or along with this. Therefore, unfortunately, information anxiety and fighting
it also became a marketing message.

EVALUATION AND RECOMMENDATION: The exaggerations of Wurman are clear
as many of his theses are not valid even in an information ecosystem that grew
much larger than the one in 1989. Its theory, in a civilisation critique and cultural
philosophy dimension, is close to pseudo-science. The place and adequate use of
the concept is found where the phenomenon of information anxiety actually ex-
ists: at groups where psychologist and educators working with everyday patholo-
gies actually have a job.
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Information apocalypse

~ a final information catastrophe that causes the destruction of all
mankind.

Expressions used with the same, or very similar, meaning: information ca-
tastrophe, information deluge, information cataclysm, information Armageddon,
media apocalypse, data apocalypse

Antonym(s): Information Nirvana

Expressions from related concepts: information overload, information power,
information civilization

Which category? An everyday expression used haphazardly and occasionally,
for dramatic effect.

The phrase in the language system appears randomly, there is literary tradition
regarding the expression itself.

In human history, preparing for an anthropogenic (self-caused) end of the world
had always had a well-defined reason, may that be moral (divine punishment for
our sins), later, in modernity, military-civilisation (we’ll destroy ourselves with
atom bombs), then ecological-sustainability (we’ll eat up all the resources and the
future of our planet) causes. It may be somewhat surprising to see publications
that find the reason for final destruction in information joining this line.

However, when we look deeper into them, we realise that the authors’ pens
are driven by pure stylistic anger. We may, of course, discuss obnoxious hordes
of bloggers bringing about the end of the age of authoritative experts, and that
there is no one left to trust, there is no more information respect (Dusk, 2012).
Seeing this as a reason to talk about the final days of our entire civilisation seems
like a strong exaggeration, especially considering the earlier experts who proved
to be false prophets, and the blogger authorities who do not seem antipathetic at
all, rather people who conquer the collective and discursive spaces of knowledge
in exciting ways.

And do sponsored advertisements that distort news content, closed networks,
shared drives, and the massive amount of e-mails not bring about Judgement Day
first (Dillon, 2012)? Is it realistic to talk about a Big Data apocalypse or a media
apocalypse (Lewis, 2013)? Can Google head Eric Schmidt be right about social
media destroying information self-determination, and thus bringing about the
information apocalypse?

The king is naked: we are in the stylistic world of panic creation, where magni-
fying danger may be the way to popularise some form of protection as a product,
sometimes even bidding on the Apocalypse, talking about an information Arma-
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geddon or information cataclysm that conjures up the images of destruction with
even more intensity.

This aspect is referred to by those who go further in the association, trying to
identify the ‘four horsemen of the information apocalypse’. In this case, neglect-
ing previously achieved information rights may lead to the Apocalypse, and the
riders are the reasons (terrorists, drug dealers, kidnappers, and paedophiles) that
governments use to scare societies into letting them do anything to their private
information spheres. The source of this thought is Bruce Schneier.

Naturally, we can validly think about how everyday life is made more and
more exposed by digitising, cloud architectures, and connections to artificial intel-
ligence, to the giant system of information that is getting bigger and bigger, and
how malfunctions or a huge and irreparable data loss may be realistic scenarios
as frailty and vulnerability increase.

We should walk these paths, so that we can think about ways of avoiding these
eventualities (as Stauffer, 2015 does in his short booklet). However, we do not need
to initiate an extremely exaggerated end-of-the-world discourse in order to do
this. (Or — as Istvan Nyari suggests — if we really are at the doorstep of an informa-
tion cataclysm, we should notice that it also has infinite opportunities for the arts).

EVALUATION AND RECOMMENDATION: An ironic, sarcastic use of the expression
may be powerful, but it is not to be taken seriously, as the suggested image of
destruction is misleading and exaggerated.
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Information archaeology

~ the branch of studying the past that attempts to reconstruct one-
time information behaviours with the methodology of archaeological
research.

Expressions used with the same, or very similar, meaning: cognitive archaeol-
ogy

Expressions from related concepts: information history, post-process archae-
ology, cognitive evolution, the history of symbolic shapes, intangible cultural
heritage

Which category? Technical term.

The phrase in the language system is embedding slowly.

One of the most exciting developments in archaeology was cognitive archaeology
becoming an independent approach in the early 80s. Colin Renfrew and Ian Hod-
der had laid down the bases of making it possible to tell the story of the evolution
of the human mind, extracted from objects in numerous studies and books.

They surpassed the “classic” questions of development history (why did the
brain develop? how and why did language develop? where can we find the be-
ginnings of symbolisation?), and they put complex forms of behaviour that had
previously been impossible to examine by the methods of archaeology such as
decision making, intelligence types, and inter-generational knowledge transfer
under the microscope.

The entire programme of information archaeology may be defined as an inde-
pendent field of cognitive archaeology. The information sphere that is impossible
to tear from the workings of the mind may be “separated” methodologically by
letting the results of information processing processes gain a material form. Of
course, spoken words cannot be reconstructed, but objects and architectural forms
that make and manipulate sound can (acoustic archaeology). Signaling activity,
may it be visual representation (such as a cave painting), symbols or indexes (such
as a one-time landmark), or devices of artificial light creation may be examined
with the tools of archaeology. Therefore information history can set out the am-
bitious goal of drawing up the laws, interrelationships, and “quantums” of early,
small communities that may lead to valid statements and working hypotheses
regarding cultures that are unavailable because of the lack of other sources that
leave few or controversial memories regarding themselves. Its success may mean
that it could arrive at the possibility of drawing up states that may not be studied
in their complete or partial existence, only by their “imprints” using indirect data,
building upon the regularities of information behaviours, with deductions.
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However, the above programme can be expanded on further. Every time when
an archaeologist reconstructs a meaning or is capable of placing an element of the
history of an information object or device in a consequent narration, information
archaeology is performed. Olsen and co-authors studied the opportunities how
archaeologists have millions of ways to organise the origins and orders of things
into a manageable hypothesis by a detailed analysis of their ‘imprints’ in their
voluminous book.

Accordingly, reconstruction of the date, birth, changes, and translations of a
digital document, i.e. digital tracking is also considered information archaeology.

One possible inspiration for Olsen and co-authors to arrive at such a bold
interpretation is the well-known case in which an expert calling himself an in-
formation architect, Russ Kirk proved in 2003 that the US Department of Justice
published a version of a critical civil rights report redacted to about half the
length. Kirk was capable of restoring deleted parts of public texts, and published
the reconstructed original document.

EVALUATION AND RECOMMENDATION: Both schools of information archaecology
(archaic and ‘digital archacology’) may have a bright future, even though, as of
now, their use is very rare.
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Information architecture

1. ~ the science and art of structuring and visualising websites, In-
tranet sites, and any on-line platform (and their backing informa-
tion systems) that uses organisational, classification, labelling and
navigation schemata to facilitate handling and finding information
optimised for user experience.

Expressions used with the same, or very similar, meaning: Webdesign
Expressions from related concepts: information aesthetics, information operation
Which category? A technical term used by IT people and programmers in net-
work content management.

The phrase in the language system has diffused, so that the high-level expertise
behind the complexity of website creation and the realisation of quality view-
points may be expressible and easily understandable.

2. ~ filling natural and built environments (outside and inside) with
information objects, the physical visualisation of complex, compli-
cated, abstract information content, and the art and science of the
realisation of these tasks.

Expressions used with the same, or very similar, meaning: information envi-
ronment planning, signage, navigation signs

Expressions from related concepts: information history, information objecti-
fication

Which category? A term partially of the social history of information, partially
of transport planning and building design, but it is not clear and well diffused yet.
The phrase in the language system is known and used by few in this sense, but
as, along with the digital information architecture solutions, traditional ones will
be, for a long time, present in physical spaces, it is important that this becomes
better known; promotion of the expression is necessary for this along with clari-
fying debate.

1. In 1994, Argus Associates, founded by Joseph Janes and Louis Rosenfeld,
started to use architecture-related metaphors, Web Architect and alternatively,
Information Architect. The meaning of the conceptual innovation was provided
by the surplus that can be used to draw attention to the importance of structural-
logical arrangement, structuring, and functionality, as opposed to ‘design’, that
only refers to aesthetic suitability. Since the publication of the standard of the
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trend (Morville-Rosenfeld, 1998) this (undoubtedly progressive) approach is pop-
ularised not only by professional associations and conferences, but is well diffused
in the entire industry that creates websites.

In fact, the concept itself was created a quarter century earlier in the famous
Xerox research centre (Palo Alto Research Center, PARC) as a design base for
architecture of information technology (Pake 1985).

2. Architect and graphic designer Richard Saul Wurman (1935-) has, since the
beginning of his career, addressed the question of how people interact with build-
ings and traffic in a city environment. What do city planners, utilities and traf-
fic engineers have to pay attention to create the most appropriate information
environment for the inhabitants of cities and visitors? He first used the word
‘information architect’ in 1975, but it became well known because of his 1996
book ‘Information Architect’. He introduced his readers to worlds where complex
information sets (often portrayed by maps) and clearly, consciously and carefully
composed data sets receive new opportunities of presentation.

However, even Wurman only drew attention to a small corner of information ar-
chitecture in the broader sense. Parallel to the computer and Web interpretation, he
emphasized how the aesthetics and order of presentation serve the information func-
tion (Resmini-Rosati, 2011). He was right in that an information-rich world really
needs specialists who can address both the structural-logical and visual organisation
of information. However, in the fight he fought to get accepted as the sole inventor
of the concept of information architecture, the fact that information architecture is,
in fact, contemporaneous with human signage, with information made into physical
objects, got pushed into the background. From those who constructed the ancient
border signs, to constructors of the earliest maps (and later, star charts), to signboard
designers, the ancient, Middle Age, and modern greats of infographics (information
depicted visually), the creators of traffic signs and pictographic systems of symbols,
many information architects have blazed the trail for their modern descendants.

EVALUATION AND RECOMMENDATION: In the long term, we are not happy that the
Part (the first, Web-related meaning) is better known and better diffused than the
Whole (of which website information architecture is actually only a subset). This
tension may be handled by giving the first meaning an attribute: not using it in a
free-standing way, but in a ‘something (on-line, Web, network, digital) informa-
tion architecture’ form.
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Information arts

~ in artistic reflection, turning to computers, the Internet, and digital
technologies as creative environments and media, and/or the appear-
ance of information as an object and as a creative challenge as the
topic or inspiration of works.

Expressions used with the same, or very similar, meaning: informatism
Expressions from related concepts: computer art, new media art, digital art,
cyberart, data art, conceptual art

Which category? A descriptive art theory base concept.

The phrase in the language system has found its place after some uncertainty,
although, lacking knowledge on the history of the concept, it is easily used in an
inaccurate or incorrect interpretation.

In 1970, Kynaston McShine organised an exhibition in the New York Museum
of Modern Art titled Information. This is the moment to which art history dates
the trend-like introduction of information into artistic self-expression and the
creative process.

The school, that was first called informatism was born in a peculiar situation.
Artworks had existed for at least ten years as the shared ancestors of computer
arts, computer graphics, and computer animation (the definitive professional
workshops accept Hungarian-American Chuck Csuri as the pioneer). Conceptual
art was also born and sprung up in the early 60s (Henry Flint, 1961), in which, the
artist replaces traditional physical objects and objectified messages with thoughts
and ideas as building blocks and media.

Informatism (later: information arts) is wider-range, than computer arts, but
narrower than conceptualism: as information is only one of the possible concepts
on their way to artistic utilisation.

At the same time (maybe with the exception of space, the cosmos, and the
infinite interstellar space) there is no other concept or object that had undergone
a process of enrichment and fulfilment as large as the world of information. New
technologies of objectified forms of information and its storage-transmission of-
fered incredible challenges and opportunities, even before the Internet became
a mass medium in the mod-90s. Afterwards, Pandora’s Box opened for good: if
before, letters, stamps, photographs, voting data, and network data could become
sources of fine artworks or musical artworks, later, these were result lists of search
engines, visually presented versions of huge masses of data, clips, 3-dimension
information sets — and many other things.
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Artists crunch on the various worlds of data like a bag of chips, and thus, they
are changing our ideas on information itself — noticed Tim McKeough in 2007.
However, another difference between information arts and their predecessors had
become clear even earlier: that it hybridises with science and technology at many
intersections. (All this is explained in an almost one-thousand page monograph
by Wilson, 2003).

By now, the form ‘information arts’ became accepted and predominant, higher
education courses with these names are being offered these days (Conceptual/
Information Arts).

EVALUATION AND RECOMMENDATION: It became a comprehensive umbrella
category of information arts. Hopefully, it will become part of more and more
professional vocabularies even in the short the, and will diffuse with the proper
meaning — unlike informatism, for which no single use that matches the accepted
meaning has been found (although at least half a dozen creative individual uses
and interpretations attempt to position it to a very different place, over arts, to
politics and social sciences).
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Information asphyxiation

~ a consequence of consuming too much badly selected information,
physiologically reminiscent of asphyxiation caused by too much food.

Expressions used with the same, or very similar, meaning: information obe-
sity, information bulimia

Expressions from related concepts: information eating, information poisoning,
information metabolism, information receptiveness

Which category? Although its users occasionally consider it more important,
almost a professional term, it actually is only an everyday expression, re-created
again and again because its expected stylistic value.

The phrase in the language system cannot grow roots or gain hold, there are
random attempts at its repeated use.

An interesting characteristic of the literature of information overload is that vari-
ous authors, independently of each other, grow the information ‘overfed” human-
ity’s swallowing (taking in) and digestion (processing) issues into allegories,
interpreting them as illness and dysfunction. Consequently, the phrase is not a
fixed term, built in the literary tradition by references, but a linguistic idea re-
discovered again and again when authors immerse themselves in the popular
visual world of the topic.

Sandor Koch wrote, in a beautiful 2005 essay: ,,Admittedly or not, we are
rushing towards information asphyxiation resulting from the flow of data becom-
ing unprocessable and incomprehensible” (Koch, 2005). From the aspects of “in-
formation overload”, William Van Winkle primarily emphasizes that information
is ceaselessly received even while we are resting (van Winkle, 2010). The on-line
Jargon Database emphasizes that asphyxiation caused by an over-abundance of
information leads to incapacity, decision paralysis instead of the ability to make
decisions.

Electronic music artists are often characterised by very similar symptoms:
for them, information asphyxiation causes a loss of attention and indecision —
obstacles appear on the route that should lead from internal content to external,
artistic articulation.

EVALUATION AND RECOMMENDATION: Repeated experimenting with the concept
reflects the endeavour to create a meaning with a categorical sense before we were
able to describe and understand the relevant field of reality in the required depth.
Thus, regardless how interesting linguistic ideas occasionally are, and how they
may refer to classes of phenomena that had no previous identifying names, they
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may be considered hurried experiments. With time, a well-defined phenomenon
and a concept looking for a subject may find each other — but in this case, this is
not visible yet.
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Information asset

~ a form of capital that may be mobilised and marketed, a resource
of companies and organisations. Treated as a unit, it has an amount,
a value, a risk, and a lifecycle, recognising this is a world-view chal-
lenge, and handling it is a serious management challenge.

Expressions used with the same, or very similar, meaning: data asset, knowl-
edge asset, intellectual capital

Antonym(s): material assets

Expressions from related concepts: information possession, information goods,
information economy

Which category? A term in economy science and information management for
a new type of assets.

The phrase in the language system generally appears in a professional sense,
although because of its strong feel, it is also use in an occasional, everyday way.
This, however, is rarely far from scientific.

Although we may speak of information assets for a very long time (at least the
professional news traders of the early Middle Ages), the phrase only found its
place in the modern organisational information management literature. The turn-
ing point may have been the realisation that information produced as a secondary
effect of the workflow (for example, car manufacturers’ service data, and customer
details at companies with many clients) may be partially recycled to improve the
quality of production and services, and may partially be considered a new class
of goods to sell.

An important part of the asset nature is that it must be considered as a unit as
our financial assets for a whole, regardless of it being formed by many small pay-
ments. And if it is a fortune, it is also a responsibility: it must be grown, nurtured,
and defended, spending time and resources on it.

It became so significant in the life of organisations that in management sci-
ence, it is severed into numerous specialised sub-fields, so that information assets
can be managed by specialised knowledge:

* IAM, Information Asset Management

* SIA, Strategic Information Asset

* IAIL Information Asset Inventory * AR, Information Asset Register

* IAP, Information Asset Protection ¢ [AS, Information Asset Security

As marketization is a process that is rarely easy to capture and quantify, the
phrase is usable to describe a set of information that is clearly valuable even with-
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out the market dimension. This is how memory institutions (libraries, museums,
archives) can serve as protectors of cultural information assets, and how the idea
of national information assets may be considered a category, and used even in
narrower fields, i.e. to talk about water resources, meteorological, forestry, etc.
information assets.

EVALUATION AND RECOMMENDATION: The phrase is present as a diffused, stud-
ied, and well explained term in various fields of economy and leadership science.
When it leaves that field in its everyday use, that is OK as well, as the meaning
and its small ingredients stay in their place. Its use is recommended, its further
diffusion is expected.

References:
What is an Information Asset?
http:/www.informationassetdevelopment.com/what.html [2015-03-26]

Back to
Contents


http://www.informationassetdevelopment.com/what.html

59

Information assurance

~ a series of measures that aim to protect information and infor-
mation systems during their creation, processing, storage, transmis-
sion, use, and destruction. It is a basic requirement that information
systems should always function properly and be accessible only to
authorised people.

Expressions used with the same, or very similar, meaning: information secu-
rity, cyber security, information protection, computer protection

Expressions from related concepts: information management, information for-
tune

Which category? A high level organising-umbrella term in IT lingo.

The phrase in the language system is only known, in its proper meaning, to the
most skilled persons working in IS security, many IT professionals mix it up with
information security.

The current cyber security trend is only sensitive to threats from the network, and
even though the rate of network connections keeps getting higher, information
assurance is a more comprehensive concept, as it includes dangers that are waiting
for information outside the network.

Information assurance, however, is a category that represents a view more
comprehensive than the basic measures of defence: it is process-oriented, it thinks
in governance, and not management, it focuses on prevention, and not forced
reactions, and it attempts to exclude all bearers of danger, may they be technical,
physical, operational, or personal.

The historical development of information assurance can be traced back to
the ancient appearance of methods meant to cover up messages, while the de-
velopment of its current form (and thus meaning development) can be classified
into four well separable stages. After the World Wars and the Korean War, they
focused on communication security (COMSEC), and specifically, cryptography.
As computer use spread, ensuring the security of information exchanges between
computers became necessary (computer defence, COMPUSEC). As it turned out,
neither COMSEC, nor COMPUSEC by itself'is efficient enough for the protection
of information during the entire process of storage, processing, and transmission
— thus the protection of information systems (INFOSEC) was born, and then it
became, as we saw, information assurance (1A).

Information assurance has five pillars: the protection of the information’s ac-
cessibility, integrity, authenticity, confidentiality, and non-repudiation. Informa-
tion assurance is generally composed of a series of defensive measures that mini-
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mise the system’s vulnerability, identify any attack, and allow for its recovery.
Although it mostly focuses on the digital form of information, it does not forget
about analogue or physical data, either.

Information assurance is a comprehensive field of science where business, ac-
counting, fraud investigation, psychology, knowledge management, IT systems
development, security technology, and criminology skills are combined. One of
the most important points of reference of the topic is the RIMAS, the unified ref-
erence model of information assurance and information protection, created in a
wide-ranging professional consensus. Employing information assurance experts
became indispensable for major corporations, governments (e.g. the United States,
the United Kingdom), and military organisations. The demand for well-trained
experts is massive.

EVALUATION AND RECOMMENDATION: The difference between information secu-
rity and information assurance is not obvious, explaining and teaching it as part
of university training is important for the relevant experts.
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Information astronomy

~ the question of the suitability of measures used to get to know the
expanding material universe to learn about the expanding informa-
tion universe, which, if successful, results in more efficient opera-
tions, a deeper understanding, and the relevant pre-forming.

Expressions used with the same, or very similar, meaning: infonautics
Expressions from related concepts: semantics, semantic Web, information clas-
sification, information universe, information communities

Which category? Analogous, experimental conceptual innovation.

The phrase in the language system has not diffused; so far, there is no discourse
built upon the initiative, regardless of how ingenious and promising it is. This,
however, does not mean that it will not happen later, even if almost 20 years have
passed since it was created.

When the excellent information scientist Sindor Daranyi was wrestling with the
semantic issues of handling ancient texts with computers, he discovered a simi-
larity between astrophysical reconstructions based on the use of beacons sent
from the distant past and the philological work based on the reconstruction and
interpretation of signs from the distant past (Daranyi, 1989). Roaming the space
of mythical or shamanic texts (Daranyi and Szvetelszky, 1992) is much like an
information spacewalk among the stars: infonautics (information+astronautics).

As this textual space (which may only be digitally presented as a three or
more dimensional space) is a special case, a further analogy of the thought to
the entirety of information space, the information universe which, much like its
original, does not only expand, but expands explosively was no big leap.

The search for information objects and finding them is hindered by a number
of factors, just like with cosmic objects. The main issues are insufficient (auto-
matic) indexing (the insecurity caused by metadata), the unclarified nature of
search engines, and the static nature of navigation “pre-Information Copernicus”.
For true three- and four-dimensional navigation, semantic universes that repre-
sent the knowledge of the various fields in space have to be created first. This
model is capable of describing a continuously changing system of classification
in its development. Thus we receive a stable distribution of documents and key-
words reminiscent of constellations: if the analogy works, the road to ‘informa-
tion astronomy’ opens up — this phrase does not exist yet, but is rather promising
(Daranyi, 1997).

If information astronomy is a path that may be taken, what is not seen through
today may be seen through — constellations of digital content may come to life,
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and may be travelled with one of the search models. Daranyi, using the anal-
ogy of immense and ever-expanding astronomical objects (the Solar System, the
Milky Way, the Local Group, the Local Supercluster) names the numerous related
magnitudes of documents classified together the first, second, and higher levels
of morphologies.

EVALUATION AND RECOMMENDATION: Building an entire theory on the simile of
the virtuous circle of expansion that started from one tiny point of human cog-
nition and the material world, and introducing a new, enigmatically promising,
provocative, and attention-attracting concept did not seem to be a futile effort. We
believe the reason why this experiment did not continue was that the analogy, no
matter how ingenious it may be, has a limited range. This is because the informa-
tion universe does not follow the hierarchic morphological order of the Universe
(or the Universal Decimal Classification of libraries). Its structure is much more
complicated, as a single piece of information may be embedded in numerous
structures (we call this characteristic ‘affordance’), and high-level, complex struc-
tures do not only expand, but continuously morph, and swap their low-level struc-
tures. Furthermore: the information universe experienced as the digital form of all
human achievement (Corpus Digitale) is only one, although informative, imprint
of the more complex space that is constructed on the information micro-universes
(microverses) of single human brains that are, by themselves, more complex than
any other dynamic structure that we know. And these basic units form informa-
tion communities (infinitely diverse, non-hierarchical morphological groups of
minds affecting one another). Compared to the infinite complexity of this real
information universe, the semantic Web is child’s play.
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Information asymmetry

~ an unequal division of available information among market actors
on different sides, with the common result that one of the parties re-
ceives a benefit compared to the other party.

Expressions used with the same, or very similar, meaning: information benefit,
lack of information, imperfect information, partial information

Antonym(s): perfect information situation

Expressions from related concepts: information games, information allowance,
full information, information glut

Which category? A term of information economy embedded in game theory.
The phrase in the language system is used solely in economic theory literature.

George Akerlof, Michael Spence, and Joseph E. Stiglitz received the Nobel Prize
in Economic Sciences in 2001 for their research regarding information asymme-
try. Naturally, base research had started decades earlier, but the spectacular leap
in popularity, the explosive diffusion in the use of the phrase is due to its official
recognition and the resulting press coverage.

And although in market conditions, the seller, and with public data, the gov-
ernment, is in an information advantage compared to the buyer or the citizen,
sometimes the opposite may also be true. Take, for example, an insurance com-
pany that does not have enough information regarding a potential client. Due to
this insecurity, they offer a healthy and a sick person the same conditions. How-
ever, as a consequence, a healthy guest has less of a reason to buy insurance. This
is also an example on how the elimination of information asymmetry may be the
shared interest of all parties.

In the economy theory literature of the topic, two practical cases are the most
discussed: adverse selection and moral risk.

In the case of adverse selection, one participant in a transaction has limited
information regarding the subject of the transaction. Adverse selection may, how-
ever, be balanced, if the seller or provider provides high-quality products and
services, and trust increases due to the consumer’s positive experience. With the
increase of trust and demonstrable references, the seller can increase the price of
products of services offered. The seller can increase the security of the customer
by offering warranty or guarantee documents.

And finally, authority-prescribed and controlled standards and certificates (e.g.
stars for hotels and motels, or the classification of chain restaurants) may also
serve as an appropriate balance.
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Moral hazard is when the burden of risk is borne by only one of the parties. In
these cases, the risk is that only the party in the disadvantaged information situ-
ation gets damaged due to the failed business economy and business processes
after the agreement is made. In the case of moral risk, it is not the subject of the
transaction, but the activity of one of the parties that is hidden from the other
party.

There also is an information asymmetry in the health care service market be-
tween the service provider (the doctor) and the patient. As the Hungarian Health-
care Glossary explains in the language of economy: “in the end, resource alloca-
tion is generally realised by decisions made at doctor-patient encounters, and one
of the patient’s most important expectations regarding the doctor is information
provision”.

EVALUATION AND RECOMMENDATION: The basic structure of information asym-
metry is under constant pressure from the expansion of the information universe.
New forms and channels of growth and decrease appear constantly. Opposing
parties fight information games. Numerous new developments arose (e.g., employ-
ers can legally ‘investigate’ employees on-line, and this data can be used when
choosing applicants for a job), thus use of the phrase in the following years may
not only become more generalised, but deeper, as well.

References:
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Information audit

~ a systemic examination of the use, sources, and flow of information
that experts perform on persons and documents in order to determine
how much the examined factors add to realisation of the organisa-
tion goals.

Expressions used with the same, or very similar, meaning: T-audit, informa-
tion system audit, knowledge audit

Expressions from related concepts: information management, information gov-
ernment, information efficiency

Which category? A technical term that appeared in the dictionaries of company
libraries and information management consulting companies at more or less the
same time to refer to a new class of the auditing activity that had already been
well known and widely used.

The phrase in the language system is virtually unknown outside the circle of
people who utilise, offer, and perform audit services.

Audits are an examination, vetting, and quality assurance process that is widely
used in the company-organisation world, generally performed by an outside actor,
that compares system, product, or process compliance expectations and regula-
tions.

The necessity of information audits became clear in the mid-Nineties, as in-
formation systems and processes became bigger, more complex, and gained more
and more important roles in the organisation’s life. (And naturally, where the
product is an information product). This kind of audit is never self-serving: the
uncovered result is always the origin point of some change, reconstruction, or
re-making. Where information deficiency, information parallels, information ob-
solescence, delay, distortion, or the insufficiency of any component is identified,
there is a direct route to redesign and rebuild the systems. The following ques-
tions must be answered by the end of the process: “What is the role of information
and knowledge in our organisation? Do we have further relevant goals? What do
we need to realise these goals? What information must we collect to enrich our
knowledge? Who should be responsible for this difficult task? Which areas must
co-operate for success? Do we need to insert new methods into our processes?
How can we change company culture in order to reach our goals?”

Naturally, organisations always resist change. As the result of the audit pro-
cess, the concerned organisations typically aim to manage their information re-
sources better, and the audit will generally be followed by development of a new
information strategy or the creation of an updated information management plan.
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EVALUATION AND RECOMMENDATION: In the literature of information science
and company information management, it is more and more considered part of
the theoretical base. The information audit itself'is typically only used in the most
information-conscious organisations, therefore it is interesting that it managed to
get into even the glossary of sports science.
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Information avalanche

~ the mass of news, data, knowledge, images, and other electronic
content, that buries us if we do not take preventive action.

Expressions used with the same, or very similar, meaning: information flow,
information tsunami, information overload

Antonym(s): information avoidance, lack of information

Expressions from related concepts: information glut, information ocean, infor-
mation foraging, information bubble

Which category? An everyday turn of speech, mostly used for sheer stylistic
value instead of other, overloaded expressions.

The phrase in the language system is very popular, but it is still searching for
its place as a special expression.

The information avalanche was a popular metaphor even in the seventies to reflect
the danger increasing because of the growing mass of information. The image
that called upon numerous attributes of the moments before an avalanche was a
successful conceptual innovation, but it was ousted by even stronger and more
intense expressions (information tidal wave, information flood, and finally, infor-
mation overload). The paradox is that these metaphors imply that we already are
in the avalanche, it has already covered us. The original interpretation that gave
the expression its meaning is gone completely, and its current use is mostly limited
to breaking the monotony if information explosions and information floods get
too much. And as thus it has no characteristic individual meaning, the expres-
sion’s common expansion is no help: how to survive, handle, rule, or heal (!) the
information avalanche, or how to dig ourselves out of it once it has covered us.

However, a number of publicists and analysts feel that using the expression is
pointless if it does not return something special from the original associations of
the original avalanche.

Therefore, creatively, attempts are being made to utilise it for various unique
situations where the ‘smaller to bigger’ modality is present. For example, in the
sense of being able to amass larger and larger pools around tiny topics. Or the
ceaseless feedback loop: the more useful information appears on the network,
the more interested parties join in the system. Some believe that information
avalanche describes well the sad phenomenon of scientific sites being covered,
to an extent that makes finding them hard, by secondary, dubious websites given
better places by imperfect search engines.

Dan Gilmore (2004) may have come up with the most ingenious interpretation;
he advises company communicators, who generally react badly, how to avoid the
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situation where an unpleasant subject that comes up at an irrelevant forum or blog
turns into a fearsome information avalanche in on-line press exactly because of
their actions. And as this phenomenon is rather unique, and we often encounter
similar events (for both politicians and celebrities), it is possible that the expres-
sion will consolidate in this direction.

EVALUATION AND RECOMMENDATION: Almost all users of the expression chose it
as a synonym of more popular phrases. A search for an individual unique meaning
has started on multiple paths, let’s hope that the word will soon only be used for
one, well-defined phenomenon.
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Information avoidance

~ a natural, everyday form of information behaviour that avoids fac-
ing undesired information with various strategies. In its pathological
form, information anxiety is so strong that it can only be alleviated
by avoiding information.

Expressions used with the same, or very similar, meaning: information blind-
ness, information diet, infophobia

Antonym(s): information hunt, information search, information junkie, informa-
tion addiction

Expressions from related concepts: information obesity, information anxiety,
information overload

Which category? In behavioural psychology, it is a well-defined technical term
for the description of a form of behaviour. Its colloquial use is destructive.

The phrase in the language system is rarely used.

Researchers of behavioural psychology proved, by detailed research, that infor-
mation avoidance is a generally used personal strategy in everyday life with ac-
tive, passive, and defensive variant behaviours. Its goal and reason is to delay or
prevent the potentially adverse effect of unwanted information on personality
(Sweeny, 2010). The sensitive topics are primarily related to health, religion, and
politics, but surprisingly, it is also present in the fabric of personal relationships
(Narayan, 2011).

It is no surprise that the panic literature of information overload removed it
from this context, and placed it among pathological behavioural disorders that
come about as a result of anxiety developed because of too much information
(Bawden, 2009). This is a serious mistake, because information avoidance always
refers to a certain piece of information with a personal meaning, yet imported
into the panic literature, this moment fades away, and it starts to refer to avoiding
all information. However, no real person behaves like this, or at least, this only
occurs in extraordinary cases.

That is because information diet, i.e. a conscious reduction of our information
environment, is not part of the phenomenon of avoidance.

EVALUATION AND RECOMMENDATION: Information avoidance has a clear place
in the vocabulary of behavioural psychology; it covers the domain of reality that
it refers to excellently. Its classification as an information pathology is erroneous,
we have to strive to make this recent use disappear from the public discourse.
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Information awareness

~ recognising and understanding the role of information processes
in shaping the future, and planning action in order to reach desired
changes.

Expressions used with the same, or very similar, meaning: information sen-
sitivity

Antonym(s): being anti-information

Expressions from related concepts: information-centeredness, information gov-
ernance

Which category? It is heading for a better defined professional interpretation
from everyday occurrences.

The phrase in the language system rarely exists the narrow circle in which it is
used. For example, it has nod diffused in the language of the press at all.

Awareness became a popular term in the English language political discourse.
Public awareness means more of a conscience of danger, that various social groups
can be prepared to receive potential dangers. Around the Millennium, awareness
in this sense was more and more described as a sensitivity for chances and op-
portunities offered by the future, in strategic planning issues. It is no wonder
that with the breakthrough of the Internet and digital culture, those who saw the
information challenge as danger or an opportunity, and adjusted their thinking or
behaviour planning accordingly, called the approach and metal origin point that
may be typified, improved, and on municipal or governmental arenas, often even
prescribed as a norm.

Information awareness is different for the citizen and for the governments.

As users, every information action has consequences that one has to know. It
is important to recognise that the information footsteps we leave behind can be
the source of danger. On the other hand, the ones who can best adapt to the world
dominated by information culture are the ones who can prepare for future changes
and best conform, in the best rhythm.

Information awareness can also characterise government work in many ways.
Programs must be created and resources allocated to the information-based de-
velopment of the future, in good knowledge that these same systems are also the
sources of innumerable threats and vulnerabilities. When the US government
created the Information Awareness Office (IAO) after the September 11 attacks,
than in 2003, announced its militant and controversial “Total Information Aware-
ness (TIA)” programme, it unilaterally narrowed the phrase down to information
operations that provide better defence against the threat of terror — in practice,
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a never-before-seen expansion of wire-tapping and information flows. And al-
though the initiative did not pass Congress, later developments proved that the
wire-tapping capacity was still created (even by violating citizens’ information
rights).

EVALUATION AND RECOMMENDATION: the danger discourse that results in the
loudest and most controversial debate appears to overshadow the realisation that
matching economy, science, and public education to the challenges of the in-
formation age is an issue of basic competitiveness. Therefore it is important to
emphasize and pay attention to both senses of the concept.
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Information bazaar

~ the on-line information marketplace that suddenly became confus-
ing, where many new sellers and products appeared at the same time,
and what’s more, by now, the use of personal data collected by vari-
ous applications gives the seller am edge against the exposed user
who cannot glimpse into the “workshop”.

Expressions used with the same, or very similar, meaning: information mar-
ket, information supply

Expressions from related concepts: information bubble, information trap
Which category? An everyday expression with a high stylistic value.

The phrase in the language system has not diffused, few know it, and there
barely are any examples of its use in other languages.

In the mid-1990s, the whole world was taken by surprise by a huge global infor-
mation infrastructure that was built above the previous isolated, but transparent
and knowable information systems. Compared to the habitual, organised infor-
mation ‘miniworlds’, everything suddenly seemed like a bustling market in an
unknown city, full of salespeople speaking unknown languages. First, the ‘global
information bazaar’ was used to express this change, then suddenly, everyone
realised that moving paper-based information to the electronic space is, by itself,
a huge challenge, and thus, after a while, they started talking about the ‘digital
information bazaar’. The feeling of disturbing strangeness than left the word, but
the infinite, confusing selection of information stayed: “the Internet is not an un-
questionable warehouse of knowledge, but an information bazaar, where everyone
can find everything to support their own point of view”.

It is interesting to see how close we get to the last station of the change of
meaning with this interpretation, where people don’t build their own information
bubbles, but emerging actors of the networked world create new surfaces for ad-
vertisers by harvesting and analysing information on social media sites.

It is no accident that the expression ‘information bazaar’ is primarily used
today by consumer society expert Bernadette Kamleitner and her research group
to publish their results. They, and people that refer to their work, underline that
advertisement modules integrated into smartphone applications give more ad-

Back to
Contents



74

vantage to sellers than ever before, while users neither know the value of their
personal data, nor control the legality of handling the information on them.

EVALUATION AND RECOMMENDATION: The expression is not expected to turn into
a strong term, even though it has started to seep into scientific publications from
the professional language.
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Information behaviour

~ optimisation of the relationship with the environment through cor-
rectly chosen actions.

Expressions used with the same, or very similar, meaning: information ac-
tions/activities, information operations, information management

Antonym(s): physical action

Expressions from related concepts: information ecology, information search,
information processing

Which category? Representatives of multiple scientific fields use the phrase as a
strong term, but its use is weighed down by the insecurity of the concept.

The phrase in the language system became very loaded in the last quarter century.

The history of the concept of information behaviour mirrors the difficulty of
interpretation excellently.

Regardless of how many definitions we find — a thematic book lists 70 (!) dif-
ferent theories (Fisher, 2005) — it is hard to use them as long as we are not clear
about the nature of the triple pressure on the phrase.

1. The shattered disciplinary background leads to conceptual insecurity. In the
early 20th century, psychologists, in the middle, library and information science
experts (Case, 2012), while after the Millennium, new media theoreticians dis-
covered the phrase for themselves, only considering the characteristic types of
information behaviour that are significant from their viewpoint.

Accordingly, the entire meaning of the concept was never subject to study
(Wilson, 2000), which would have contained all active and passive connection
types of the information side (channels, sources, versions, and carried meaning
types) and the human side (all information management abilities manifesting in
activities), and the even more comprehensive context in which all this may be in-
terpreted. Instead, information sub-activities were put under the microscope, and
the situation was not alleviated by the appearance of the second-grade formulae
of information seeking behaviour and information use behaviour.

2. The environment that information behaviour reflects upon has, step by step
(and from the early 90s, at an accelerating pace) become an information-intensive
environment. We know from the history of information architecture that from
the first border stones, we have enriched our environment with more and more
objectified information objects. Information revolutions replaced objects with
smaller information ecosystems, that vastly increased the quantity of informa-
tion management activities, and their ratio within all activities. The high-speed
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digital revolution of our age makes it possible to perform more and more activi-
ties as information actions, in a mediatised way, that previously would have had
to be performed as physical actions. Manovich’s (2012) immensely popular post
media aesthetics, in which information behaviour plays a central role reflects on
this situation (narrowing it down to information processing in an expanded sense
and data collection strategies).

3. The ‘information behaviour’ formula implies that ‘information’ is a sub-class
of behaviour, as opposed to the physical side, e.g. reproductive behaviour, mechani-
cal work, and foraging and food consumption. The problem with this is that every
information activity is also a physical activity that has an energy balance and a
material nature. On the other hand, every physical activity is made up of sequences
formed from a serious of actions, and they do not work without information stages
at all. Communication and a complex exchange of signals precedes reproduction,
for the work, previous knowledge, goals, practices, and information coordination
is needed for all partial actions, foraging is preceded by planning, and numerous
pieces of background information must be activated every time for the processes
to run successfully. ‘Behaviour’ is not point-like, but cyclical/sequential, with long,
interconnected chains, in which information and physical moments mix. The the-
ory of information behaviour is incapable of capturing this in any way, therefore
the validity of its statements is necessarily limited.

EVALUATION AND RECOMMENDATION: The highest systemic level, the evolution
context lends its meaning to the concept of information behaviour (Spink, 2010).
In the early history of living systems, physical and chemical regulation forms the
movements and behaviour of primitive beings in contact with their environments.
Involving information, the appearance of information management abilities and
forming into an activity, and later, the evolution of complex neurological actions
are an evolutional innovation. They appear at a certain point, and become an ex-
traordinarily effective survival technique, creating a new class of behaviour, that
is still becoming more and more complicated. Research into changes of informa-
tion behaviour is very important for an individual and for the species looking for
a way, a place, and meaning in today’s huge information ecosystem, but which
models, questions, and conceptual framework are used does matter.
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Information Black Hole

~ losing digital information because of format-related, conversion,
and storage issues.

Expressions used with the same, or very similar, meaning: information dis-
aster

Antonym(s): digital eternity

Expressions from related concepts: information loss

Which category? A freshly created word with strong visual and emotional con-
tent.

The fate of the phrase in the language system is questionable.

It appeared multiple times in the literary tradition of the information disaster; a
number of authors expanded the idea into a cosmic allegory, writing about the
creation of ‘information black holes’ at the permanent disruptions of information
traffic.

In early 2015, Google vice president and one of the fathers of the Internet, Vint
Cerf held a speech that received an intense response; he called an old problem an
‘information black hole’ for the first time. The issue in question is that the world
of digital photos, text files, and electronic messages is imbued with the illusion
of possession and preservation. We believe them to be in safe hands and consider
their safety certain — while it is entirely possible that in the future, our centuries
will be forgotten, because unlike cultural objects that once were physical and
had been digitised, these may easily be faced with destruction instead of digital
immortality.

Naturally all this only happens if we are not ready. If we do not pay attention
to not only converting data sets when we change technologies, but also to keep old
reading mechanisms and devices. If we use multiple physical sites of conservation
based on the redundancies that are part of the nature of information.

EVALUATION AND RECOMMENDATION: In Spring 2015, Cerf’s warning turned into
a huge list of search results, the phrase ‘information black hole’ suddenly became
popular, making rounds in various segments of the Internet for months — then,
just as fast, disappeared from the agenda. It is hard to tell what the fate of the
phrase will be.
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Information blindness

~ errors in perception caused by the limited nature of our sensory or-
gans and cognitive abilities, prejudices, or certain information situ-
ations, and other reasons, that do not let us perceive and thus utilise
information that is present, available, visible, and in reach.

Expressions used with the same, or very similar, meaning: information avoid-
ance

Antonym(s): information gathering

Expressions from related concepts: communication noise, attention deficit dis-
order, Malthusian law of information

Which category? A technical term of sensory psychology and organisation so-
ciology.

The phrase in the language system is close to exit its disciplinary framework
and be used in a more general sense.

Let’s imagine a visually impaired user who has an information set in front of
them, but they can only perceive things they access through a channel (e.g.: a
Braille reader). This is how the information blind face information, that would be
easily identifiable as part of their sensory space, but lacking a channel, they can-
not claim ownership of it. This may have multiple reasons. Psychologists study
the phenomenon at the individual level, and organisational sociologists, at the
company level.

The most important research question is the role of the metamorphosis of
technology in the creation of information blindness. Paying attention to more and
more information interfaces (multitasking)? Are the changing reading habits in
the electronic space (specifically: the change of the fixating movement of the eye)
responsible for the phenomenon that we remember the point of a quickly skimmed
content, but not its details? In a company or office, are certain people responsible
for the organisational information blindness, or is it the company culture? We
may be characterised by information blindness in this sense in innumerable use
situations.

The main reason for not noticing information that is, otherwise, ‘in front of
our eyes’, is the mental wall built from prejudices, rigid assumptions, and beliefs.
Information blindness may be healed by recognitions, in everyday moments of
understanding and enlightenment. (It is much harder to be freed from the more
severe form of information blindness, the information prison.)
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EVALUATION AND RECOMMENDATION: The origin of the concept could not be
found, those who use it do not refer to its first occurrence. We foresee its diffusion
and popularisation, as it is very close to the ‘blind to something’ form that is very
general and that has long been stably present in the language system. It is also
usable to describe the behaviour of users who encounter information processing
issues in the digital ecosystem, so that information blindness can be told apart
from other kinds of deficits.
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Information bomb

~ the titular threat in Paul Virilio’s book that leads civilisation to the
edge of an unavoidable, huge catastrophe.

Expressions used with the same, or very similar, meaning: information deluge,
information apocalypse, information cataclysm

Antonym(s): information utopia

Expressions from related concepts: information disaster, digital anti-utopia
Which category? A neologism used in an everyday sense, meant to embody
“information culture leading to the ruin of civilisation”.

The phrase in the language system is used virtually exclusively as part of the
Virilio perception.

We live in the era of the information bomb that ticks next to us, faster and faster,
signalling the coming end of civilisation. This could be the single-sentence sum-
mary of Paul Virilio’s 2000 book, full of factual errors and uninformed opinions
that still, despite of its overstatements, managed to attract a cult following. The
French thinker, known as the philosopher of speed, drew a possible future where
information rules over a humanity that asphyxiates in information, loses its mem-
ory, faints into a collective blindness; then it falls into its doom.

Devices that transfer information rule over people, pollution becomes more
intensive than ever before, and clones take over the now inhabitable Earth. In
Virilio’s work, the threads are spun by the United States, attempting to create
world domination with its information domination, and he assigns most of the
responsibility to them.

Virilio claims, not only in his book, but in interviews as well, that the idea for
the “bomb” metaphor came from Albert Einstein, who talked about three bombs
in 1954. The first, the two atom bombs, destroying Hiroshima and Nagasaki, had
detonated by that time. The other two are yet to detonate: the ‘demographic bomb’
(that is widely talked about regarding overpopulation) and the ‘information bomb’.
Roger Stahl attempts to develop the information bomb metaphor (Stahl, 2016) as
part of the public discourse regarding cyber terrorism and information leaks, as
an attempt to re-interpret the ancient trope of ‘words become weapons’.

EVALUATION AND RECOMMENDATION: Many have criticised the freedom and oc-
casional confusion that Virilio allows in his use of terms. His book, meant to
prove the validity of the information bomb, was itself more of a caricature than a
real summary of problems. However, in this form, some truly fearful phenomena
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may be encompassed in the concept, as its “quintessence”, therefore it will still
have a number of followers (along with the myth of information overload), there-
fore the expression will not fade from the discourse for a while.
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Information broker

~ in a narrow sense, the specialist who connects the producer and
consumer of an information product, in a wider sense, an expert who
ensures the creation of (new) information, information production
(for example, market research), searching among existing informa-
tion, along with their processing with added value, analysis, evalua-
tion, ‘packaging’, or even the expertise necessary for the construc-
tion of the information environment,; an information advisor.

Expressions used with the same, or very similar, meaning: information expert,
infomediary, information consultant, information agent, information professional
Expressions from related concepts: information services, infopreneur, Internet
librarian

Which category? For now, it is only used in the relevant professional fields, but
it also shows up in scientific works because of its embeddedness in information
science.

The phrase in the language system sounds somewhat strange, it is easy to mix
it up with stock brokers.

In English, they are called independent information professionals, otherwise, the
German-originated information broker phrase has taken root; this latter one was
first used in English in 1984.

Information products have been traded since the Middle Ages, and more in-
dustrialised medical and legal information enterprises sprang up in the late 19th
century. The first information bureau service was founded in the late 1930s in
France.

A modern information broker uncovers information needs, sources and anal-
yses the widest range of (on-line and off-line) information, then presents and
markets deductions in a targeted way. They work in networks, so that they can
fulfil requests related to various fields. Their goal is to alleviate the customer’s
lack of knowledge and hunger for information. Their typical activities include
company information research, competition monitoring, environment monitoring,
knowledge management, informetrics, trend monitoring, literature reviews, and
scientometrics. Market research companies, reference libraries, and to a certain
extent, even journalists perform information brokering activities.

They are generally specialised according to their subject, industry, the type of
information, or the form of activity. They are generally independent freelancers,
but they occasionally are integrated into organisations.
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The world of information experts is also very divided in its depth. For example,
there are meta-brokers, who perform brokering work with information related
to the information brokers themselves (though the term ‘metamediary’ with the
same meaning is better diffused).

Information brokers have trainings, textbooks, professional organisations, and
conferences.

EVALUATION AND RECOMMENDATION: One of the information expert/profession-
al/specialist triad may, in the middle term, take over the place of ‘information
broker’, without a change in content.

References:
Kinder, Robin — Katz, William A. Eds. (1988): Information brokers and Reference Services The
Haworth Press
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Information bubble

~ a special information environment characterised by being closed
outwards. In other words: users only learn of content that reinforces
their already held beliefs, points of view, commitments, or prejudices,
and thus the chance of encountering information that contradicts
them is considerably decreased.

Expressions used with the same, or very similar, meaning: filter bubble, infor-
mation quarantine, information prison, information group, political echo chamber
Expressions from related concepts: information environment, information fil-
tering, information blindness, information community, information bazaar
Which category? A professional-public expression that names a new phenom-
enon.

The phrase in the language system is, for now, used only occasionally, but be-
cause of its expressive power and the increasing importance of the phenomenon
it represents, we expect it to diffuse.

If we put ourselves in an information quarantine, we generally are aware of it. The
formation and inflation of an information bubble is generally hard to notice, as
the way ‘smart algorithms’ produce personalised search results based on earlier
searches, the user’s geolocation, or experiences related to user habits is not clear
to the end user.

This isolation tightens and distorts the information space just like a pair of
blinders, and only lets elements of a certain category pass. This is why Internet
activist and businessman calls the phenomenon the “filter bubble” Eli Pariser, and
his followers who, worried about the reinforcement of cultural and ideological
isolation, look for and promote mechanisms that inhibit the creation of bubbles,
and urge for an appropriate set of regulations. The issue lies in the fact that in the
last couple of years the filtering that, in the past, had needed user permission, has
changed, and now websites and portals use it without the user’s knowledge. By us-
ing these illegal filters, when the user enters keywords, the only listed results are
the ones that are, based on previous search results, relevant to the user’s interests
and personality. And although this may occasionally come in handy for the user,
information bubbles offer an attractive opportunity for advertising companies, en-
terprises, political or religious groups to overrepresent themselves, and to acquire
financial gain or influence for the persons or groups behind the relevant websites,
services, social media sites, or search engines using these dishonest means.

Back to
Contents



85

EVALUATION AND RECOMMENDATION: This humorous metaphor may start to con-
quer the world, as the phenomenon it refers to is included more and more in the
public discourse, and raising awareness of danger is an important part of “critical
literacy”.

References:

Zolfakharifard, E. (2015): Facebook is NOT an information bubble: Friends hold more sway over
your newsfeed than the site’s algorithm, claims study. Daily Mail Online, May 7.
http:/www.dailymail.co.uk/sciencetech/article-3072839/Facebook-NOT-information-bubble-
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Back to
Contents



86

Information bulimia

~ an often subconscious overconsumption of badly organised infor-
mation that does not serve user goals (problem solving, education,
recreation), but deform time management and may lead to tiredness
or neuroses.

Expressions used with the same, or very similar, meaning: information obe-
sity, information asphyxiation, infoholism, information junkie

Antonym(s): information avoidance

Expressions from related concepts: information pathologies, information de-
pendence, information nutrition, information omnivore, information metabolism
Which category? A witty created word, born in a professional context, with the
aim of naming a phenomenon. The development of the meaning is heading in two
directions; the stronger of which seems to be the one using it to express emotion,
as part of everyday conversations, as opposed to the description of a well-defined,
narrow group of phenomena.

The phrase in the language system was considered popular for a while, however,
its use has (luckily) declined rapidly for a while.

When Richard Saul Wurman first wrote down the phrase ‘information bulimia’
as a symptom of information overload in his book on information anxiety, he
consciously and decidedly referred to the clinical eating disorder: as everyday
anxiety often leads to overeating, information anxiety may result in information
bulimia (Wurman, 1989).

Wurman’s somewhat flimsy conceptual innovation, however, does not serve
the more detailed understanding of the phenomenon: if information bulimia ex-
ists, it may have innumerable reasons, not only information anxiety, and informa-
tion anxiety may lead to various other consequences (e.g. actual bulimia). Thus
the phrase, when it appeared, become a part of the conceptual cloud of theory that
was problematic to begin with — information overload — with stylistic methods.

The literature used it in this sense for a long time, for exclusively dramatic
reasons, and — once the phrase already existed — more accurate definitions were
created to utilise it for a well-defined behaviour. For example, Dan Rothwell be-
lieved that an information cycle that resembles the physical binge eating and
cleansing cycle of bulimics exist: for example, students cramming before a test or
presentation who, after it is taken or done, delete the information forever (Roth-
well, 2012). A Romanian researcher attempted to catch the phenomenon in the
world of writing and book consumption (Ciortia-Neamtiu, 2013), as a reaction to
the growing selection.
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EVALUATION AND RECOMMENDATION: We believe the analogy to be very forced,
and far removed from the psychological problem of the original eating disorder.
Even if information bulimia existed, its cause would not be a characteristic of the
information environment, but personal frustrations, traumas, and self-image is-
sues. We hope the concept will fade from use, as it has no real cognitive function.

References:

Wurman, R. S. (1989): Information Anxiety. Doubleday.
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Information bus

~ a system that connects various smart devices and remote controlled
devices into a coherent information infrastructure. The passenger on
the bus is the data that travels between the devices and the people
served by the system, and the route is controlled through the central
control module; partly by individual control commands, and partly
by automatic settings.

Expressions used with the same, or very similar, meaning: information rail
Expressions from related concepts: information infrastructure, the Internet Of
Things

Which category? An IT term.

The phrase in the language system is virtually unknown, it is only used by
contractors and bus system developers, sometimes not even experts of other IT
fields use it.

Originally, ‘information bus’ referred to the unified electronic base infrastruc-
ture that made possible for the devices in an intelligent, and later, smart home to
communicate. Hopefully, newly built houses are future proofed by laying down
various (copper, fibre optic) wires and cables (thus the term ‘information rail’ is
occasionally also used). With the spreading of wireless signal transmission and
the increase of the numbers of devices on the bus (e.g. cars, smart wearables, etc.),
the physical space contained within the walls of the home has turned into a virtual
space, but information buses are still necessary in this expanded space.

With the combination of a remote controlled unified base system and a central
control unit, device handling, repairs, maintenance, and system protection may
all be performed in a simpler and more time- and cost-efficient way. The system
may be expanded continuously, and cables only take up a relatively small space,
therefore they may easily be laid down in various points of a site, or, where that is
a more adept solution, be substituted with wirelessly transmitted signals.

The benefit of the rail function in comparison to other systems is that as many
sensors as necessary may be connected in order to ensure a continuous stream of
data that the user deems useful (movement and CO2 sensors, heat, light intensity,
humidity). The phrase ‘Medical Information Bus’ (MIB) is widely used in techni-
cal literature; this refers to a sub-system that collects and transmits continuously
monitored physiological data. The Contextualized Information Bus (CIBUS)
manages and provides the connection between the (smart) home, the (smart) car,
and the various network clouds of the smart city according to current functions.
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EVALUATION AND RECOMMENDATION: It seems that the basic functions (prein-
stallation, expandability, connections, remote control, central control) that give
the information bus its meaning do not change, only their contexts do. It is possi-
ble that many who have never heard about it get to know the phrase in new house
and office building constructions. Where demand is low, the process of spreading
is slower, and ad hoc uses, such as occurrences built on similarities with literal
buses, must also be fought.

References:
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Information capitalism

~ a political-economical system, a new version of capitalism that
trades innovation, production, and consumption (and profit, and thus
competitiveness) to information goods, and productivity increased by
informatising processes.

Expressions used with the same, or very similar, meaning: information mode
(of production)

Antonym(s): information socialism

Expressions from related concepts: information and knowledge industry, post-
industrial society, neocapitalism, technocapitalism, information goods

Which category? A political theory term.

The phrase in the language system did not diffuse, its use is occasional, it mostly
appears in critical works of social theory.

One of the fundamental questions of information society literature has, from the
beginning, been whether if we refer to the social form of the post-industrial era,
is it also post-capitalist by nature?

Well, this question was decisively answered in the late ‘80s.

According to this, it was not the industrial age that had ended, only its 19th
century form, with the dominance of the iron-steel-oil complex. The advance
and ‘takeover’ of the information and knowledge industries did not change the
fundamental laws of capital, it only led them to a new era.

The excellent American researcher and science organiser Rob Kling (1944—
2003) first used the expression ‘information capitalism’ alongside its pair, ‘infor-
mation entrepreneurship’ in his early Nineties work — signifying that it became
possible to study both of these before the detonation of the Internet. Right after,
Tessa-Morris Suzuki became a passionate analyst of information capitalism, fol-
lowed by the most famous figure in networks and information age sociology,
Manuel Castells.

He, in a portmanteau, calls information capitalism ‘informationalism’, as it
refreshes, expands, and changes the previous mode of development of capitalism,
in which new forms of information processing, knowledge creation, and commu-
nication became the primary sources of productivity, and thus the tools of power.
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According to Castells, the three pillars of informationalism are property, in
the form of shares, the manager class, that controls shares, and the global money
market, where the shares are traded. In information capitalism, not only produc-
tion is global, so is power. Christian Fuchs warns us that today only transnational
information capitalism exists.

EVALUATION AND RECOMMENDATION: The fate of the concept will doubtlessly be
determined by whether the image of capitalism behind it will still be valid after
more time passes. In this case, it will likely be used by a much wider range of
people than currently.
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Information cascade

~ a social psychology phenomenon: a person makes a decision or
forms an opinion based on the observation of the behaviour of other
people, disregarding their own knowledge and impressions.

Expressions used with the same, or very similar, meaning: herd behaviour,
peer pressure

Expressions from related concepts: information influence, wisdom of crowd,
meme spread. information community, information group

Which category? A scientific conceptual innovation used for an everyday infor-
mation phenomenon.

The phrase in the language system is only known by social psychologists.

In physics, IT, and other technical sciences, ‘cascade’ is a popular term for the pre-
defined succession of operations or events — as a schematic drawing may bring
the image of a waterfall, that the word originally means, to mind.

Social sciences started the multifaceted analysis of the spreading newly con-
structed knowledge, innovation, more than a hundred years ago. Then, in the last
two decades — working on different kinds of information — both economy game
theory and social psychology started paying attention to the cascade phenomenon.

One of the first users of the concept, Banerjee (1992) used the following ex-
ample to illustrate information cascade: let’s imagine that we have to choose a
restaurant in an unknown city. Based on our own research, we would decide to
eat at restaurant A. However, when we arrive to restaurant A, we are faced with
the discovery that no one is eating there, yet the neighbouring restaurant B is full
of guests.

If we believe that the taste of the other guests is similar to ours, and that like us,
they also possess the information for choosing the restaurant, joining the crowd
instead of depending on our own information. By choosing restaurant B, the first
guests convey information regarding their own knowledge to the later arrivals.
If at the time of our arrival, there are more guests in restaurant B, the conclusion
drawn from their choice may be stronger than our own knowledge. As if we sud-
denly found ourselves under a waterfall: it seems reasonable to join the majority,
disregarding our own previous information.

Information cascade theory explains a number of imitation-following phe-
nomena of contemporary society: fashion, self-affirming best-seller lists, light-
ning-fast spreading new technology, cultural behaviour, but even patterns of local
crime, political movements, or changes of election preferences (Bikhchandani et
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al., 1992). Information cascade also works on the group level, where groups of
people behave like individuals (Eftekhar et al., 2013).

When research is performed with the weaponry of network research, we can
understand the ways and waves that network members use to influence each oth-
er’s behaviour (Easley, 2010).

EVALUATION AND RECOMMENDATION: We feel that the image of the informa-
tion cascade, a waterfall that falls on us is not a particularly good metaphor for
the phenomenon to be named: finding a better expression that is also sensitive
to differences between decisions is only a question of time. The situation is very
different if, as a result of the information cascade, decisions will have a greater
base in experience (gain), in other cases, the behaviour of others is more mislead-
ing (loss).
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Information civilization

~ an immaterial, post-technological, global knowledge management-
based civilisation that is a possible alternative to the present physi-
cal/material/technogenic civilisation.

Expressions used with the same, or very similar, meaning: information soci-
ety, post-information society

Antonym(s): technological/material civilisation

Expressions from related concepts: Information Nirvana

Which category? A high-level social theory umbrella category with a loose liter-
ary tradition.

The phrase in the language system has started folklorisation in an everyday
sense, and this often decreases the tightness of the original meaning.

If a developed civilisation has an inappropriate attitude towards handling infor-
mation, it collapses — this is the message Star Trek creator Gene Roddenberry
sends with the tragedy of the fictional planet Vulcan. lL.e.: it either becomes an
information society or is destroyed.

It is not bizarre to start here. The interesting approach of trying to look at
humanity and our planet with the eyes of an imaginary extra-terrestrial (the so-
called alien perspective) has existed in social sciences for a good while, with the
aim of asking only the most comprehensive, most basic questions (as only these
are visible from ‘a distance’). Compared to the category and literature of informa-
tion society, we are on an even higher, even more abstract theoretical level, most
mature theories were developed by Japanese and Russian researchers.

Information society is characterised by a considerable shift towards informa-
tion and knowledge products, goods, and professions in the structure of pro-
duction, consumption, and employment, and this causes deep institutional and
lifestyle shifts in society. It remains technological and industrial, just like before,
but now, information technology and information economy take the lead. It is
still built upon a physical/material structural base, and differences in power and
development, and the capital relationships are similarly connected. However, the
direction of exceeding it may be outlined. According to Yoneji Masuda (1980)
the information civilization may be “given birth to”, helped to life by information
society, if the immaterial side can become dominant instead of physical activity.
In the vocabulary of Sztyepin and Tolsztih (1996), it refers to the continuous de-
crease of the material-energetics needs and the increase of the information need
by creating a civilisation based on “post-materialistic values”, and transcending
the technical (technogenic) civilisation. While maintaining sociocultural diver-
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sity, compared to the present world of differences and enmities, only a shared
activity that stretches the entire planet may frame our civilisation. And as that
is information-based, it is only possible if information is shared and open (every
member of society must be able to access information), an information civilisation
must, inevitably, be democratic and equal; its management and governance may
be based on a new type of collective knowledge (Kumon, 1994).

Thus information civilisation is really an idea for the future, an alternative of
post-information civilisation. It is, however, not just fiction or utopia, but a scien-
tific discourse in the category of social macroevolution.

EVALUATION AND RECOMMENDATION: As we saw, thinking about information
civilisation is a point of view with an exceptionally high level of abstraction. How-
ever, when we encounter it in texts as a synonym of “information-rich world”, or
“days characterisable with too much information”, it becomes immediately clear
that the extra message, the intent of emphasis hoped from the use of ‘information
civilization’ actually ruins the original interpretation, as it “drags it down” to
considerably lower-level discourses. These occurrences should be criticised and
corrected so that they do not disturb our clarity of vision.
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Information clearinghouse

~ an organisation that is created to collect and promote information
regarding certain fields of expertise, and information regarding well
established, practical issues.

Expressions used with the same, or very similar, meaning: information provi-
sion, information warehouse

Expressions from related concepts: information brokering, database, vertical
portal (an interface where as much as possible from a given field of knowledge is
uploaded), information hub, information institute, Informatorium (a publication
presenting important information from a field)

Which category? Primarily used in the United States as the name of a type of
institution in a professional-public use.

The phrase in the language system knowledge of it is limited, however, where
it is used, it is very popular.

The clearinghouse is one of the ‘classic’ institutions of the financial world.

It aids the realisation of transactions between banks (or even companies) with
a money substitute that makes the ‘circle’ of services faster, simpler, and cheaper.

When, in the mid-1950s, the first business-minded information providers
were founded (mostly selling collected and organised data to megacorporations’
R&D divisions), these had many names and operating principles: they provided
information over the phone, collected and handed out information ‘packages’,
and, after a while, published regular information publications. These institutions
working with business models dedicated to selling information were first named
‘information clearinghouses’ in an 1953 article (Herner, 1953), but the name only
became more generalised and popular much later.

Primarily when not only businesses, but state and federal agencies, and later
still, NGOs and non-profit market actors started to use this name for themselves
when they undertook collection of special information from a field of expertise.

After the appearance of the Internet, most of them ‘moved’ to the Web, and
a number of national data sets became international. Although their operation
is similar to the greatest basic information institution, the library, they are also
remarkably different. A building is not necessary for their operations; document
procurement, storage, and provision happens in varying circumstances, with
varying conditions.

An incredible diversity of content characterises information clearinghouses.
They cover innumerable fields, from water management to data on bugs that pose
a danger to households, from local history to types of poisoning to real estate
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affairs. Still, most are specialised in medicine and healthcare data. Giant infor-
mation storehouses have been built for various disease types that make access
to the newest research, results, and experiences with treatments possible, also
providing detailed information regarding the doctors, hospitals, and institutions
treating the disease.

Information clearinghouses offer their services in such a quantity that in a
number of fields, there are ‘yellow pages’ to help find them.

EVALUATION AND RECOMMENDATION: the phrase is unknown in many language
areas, and it is not expected to gain hold. The clearinghouse-like nature that gives
the concept its meaning is only found in these information collections to the extent
of being a shared resource of operators who work in the same field, and often, the
recommended information is not even owned by the provider — only the meta-
information on its location and availability. Thus the phrase is well diffused not
because of its ingenuity, but because of the established convention.

References:
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Information commissioner

~ the responsible, agent, official, or ombudsman of information rights
in information-conscious democracies.

Expressions used with the same, or very similar, meaning: information om-
budsman, commissioner of information rights

Expressions from related concepts: information self-determination, information
rights, information officer

Which category? A professional-public name, well diffused in political and legal
theory and practice.

The phrase in the language system has entered the dictionary of information-
conscious citizens, but it rarely reaches the language of the news, only in relation
to some exceptional event.

From the early Nineties, national offices that dealt with these issues in an inte-
grated manner came about to aid the realisation of information rights (primarily
information self-determination and freedom of information). Depending on the
‘weakness’ or ‘strength’ of their jurisdiction, the size of the responsible organisa-
tion (from a one-person office to an entire official organisation), its legal status
(government office, ombudsman answering only to the Parliament and the related
office), and options for civilian control vary widely. The power of information
commissioners also changes country by country.

For example, the Hungarian authority is led by a ‘strong’ information commis-
sioner, therefore, by browsing the scope description, we may form an idea about
almost every type of case that may be assigned to other countries’ information
commissioners, as well. The Hungarian data protection office, the NAIH may
carry out data protection and secret oversight procedures after citizen complaints
or ex officio. It may turn to a jury in regarding infringements of public informa-
tion and information of public interest, it leads a data protection register, and if
requested, it may perform a data protection audit. It may make suggestion re-
garding the creation and modification of laws on personal data handling, public
information, and information of public interest, it publishes recommendations for
data handlers, and it delivers its opinion on special and unique publication lists
regarding data on the activities of bodies performing public functions.

EVALUATION AND RECOMMENDATION: As the exact names vary from country
to country, the name ‘information commissioner’ is known and well diffused in
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some countries, and unknown in some others. As a category, it is only used by in-
formation rights experts as part of their own scientific and professional discourse.

Reference:
The Work of the Information Commissioner: Appointment of a New Commissioner House of
Commons, Justice Committee (Great Britain, Parliament) Third Report of Session 2007-2008
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Information commodity

~ everything (every purchasable product) that is purchased and con-
sumed because of its content carried in regularly structured signals.

Expressions used with the same, or very similar, meaning: information (pub-
lic) goods

Antonym(s): open information

Expressions from related concepts: information economy, information sector,
symbol manipulation

Which category? A strong term, born in economic sciences, that, by now, is
popular in a wider field of social theories.

The phrase in the language system it appears more frequently in the ‘informa-
tion as commodity’ or ‘the commodity nature of information’ form, but in econo-
my discussions, it almost always appears as a category of information commodity.

The range of information products grows continuously. Ever since people have
traded goods, some of them have been traded in return for information goods.
Information commodities have entered a new era with commodified informa-
tion mass products (books, magazines, maps, later audio and video recordings).
Software and IT data products joined these products from 1982 onwards, and it
was around this time that, (based on a British publication) debate on the nature of
information commodities has become more dominant in the information economy
literature.

Pieces of information are goods like any other, but their behaviour is different
in many ways. Neither their value, nor their price can be defined as with conven-
tional goods. The price of information products is not determined by the cost of
manufacturing, but by user evaluation. Creation of information products has a
high permanent cost, but low marginal costs (i.e. the first copy is ‘expensive’, but
the cost of creating new copies is negligible).

By the time, however, the first copy is created, most of the costs are already
lost). The cost of information creation is not sensitive to the size of the intended
use, and there are no natural limits to the capacity of auxiliary multiplication.
Even though as information is used, its value ‘wears away’, the categories of am-
ortisation used with tools are not valid here. Information may not be expropriated,
as it is not lost to the seller when it is transferred. Information is a so-called “ex-
perience good” — its value is only recognised after buying it (that’s why branding
is exceptionally important here, and why try-before-buy is used more and more
as a marketing tool).
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Creating information is a much faster process than consuming it. The barriers
of consumption are defined by (information) literacy and the level of education, as
these define how efficiently various people can use the same piece of information.
No notable change happened in the nature or in the significance of information,
the main moments are on the levels of infrastructure and technology. In economi-
cal analyses, information must be treated as a non-depletable resource.

EVALUATION AND RECOMMENDATION: Information commodity comes up not
only in debates regarding information capitalism, but also in ones regarding the
alternatives of the present financial order, typically with the addition that they
should often be treated as common goods, and not market products that increase
inequality. Until the start of this shift, while money and the information market-
place exist, the concept will live on with an unchanged meaning.

References:
Goulding, A. (2001): Information: Commodity or Social Good. Journal of Librarianship and In-
formation Science 1 (1-4).
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Information commons

~ in a narrow sense, physical spaces equipped with modern technol-
ogy that offer complex services of information experts, open 24/7 to
users. In the wider sense, every information surface that is created
with the goal of creating, keeping, or storing information, for a future
communal use.

Expressions used with the same, or very similar, meaning: information public
good, information warehouse, knowledge commons, learning commons
Antonym(s): information goods

Expressions from related concepts: information culture, information utility,
open information

Which category? Professional-public use.

The phrase in the language system has not diffused, only in a number of com-
munities (higher education librarians, information economy experts).

We first started to hear about information commons after the millennium. First,
in the environment of expanded higher education libraries seeking an integrated
role, then in the context of science and e-science, and finally, interpreted for the
networked world of social information production. This is how, with gradual
steps, we got away from the physical place, a special access point in a library
corner, to Wikipedia, the on-line encyclopaedia. In this sense, every information
warehouse is also a commons. In the meanwhile, the ‘place’ that gave the concept
is meaning was always preserved: this is what the phrase is attempting to express,
may it be real or virtual. The aspect of interest is not the legal nature of informa-
tion (goods or commons, to be paid for or free), but the community embedding
that gives the place of access its meaning.

These days, the hottest are of the world of information commons are access to
educational and scientific content. There have, for a long time, been attempts to
create Global Information Commons for Science. There are legal initiatives where
researchers themselves upload and share their results without restrictions, and
there are pirate sites where commodified, hard-to-access materials are illegally
shared by information freedom fighters.

EVALUATION AND RECOMMENDATION: Translation into other languages has pro-
duced an extreme number of versions, from ‘public good information’ that dis-
tances itself from the spatial idea to ‘information cafeteria’, that only interprets
the concept in the context of higher education libraries. The most common version
is ‘information public space’, compared to which, ‘commons’ is a shorter form
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that connects information with a physical space to a lesser extent, and its mean-
ing permits the inclusion of virtual community spaces into the field of meaning,
therefore we suggest and utilise this version.

References:

Ren Shuhuai et. al (2009): From information commons to knowledge commons: Building a col-
laborative knowledge sharing environment for innovative communities. The Electronic Li-
brary 2, 247-257.
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Information community

~ various sized groups of people, connected by the various amounts
of identical information they possess (without necessarily knowing
about this).

Expressions used with the same, or very similar, meaning: information group
Antonym(s): information distance

Expressions from related concepts: information flow, information diffusion,
information sharing, information exchange

Which category? A technical term on the intersection of information science,
information history, and group psychology.

The phrase in the language system has not gained hold, although its use seems
to gather strength.

Cultural community, experience community, thought community, language com-
munity, speaking community, fear community, problem community, moral com-
munity, knowledge community, fable community, vision community, traditional
community, identity community, risk community — just a makeshift list of what
factors can bind people who possess the same mental content.

All the listed elements are specific information sets: organised groups of basic
of pieces of information. Information community can thus be defined as a set
made up of a number of community members and the pieces of information and
information sets they possess. (Not only information sets may be shared, but
basic, free-standing pieces of information, as well: a single smell, a single sight,
a single event.)

Information communities are open systems in constant motion. On the ‘human
side’ of the system, the entry and exit of new community member, the increase
or decrease of the community may change the formula. The extremes of this are
the global information community and the so-called information Mohicans. The
global information community is the only set that is made up by all people who
live at the same time with the information (in other contexts, called universal)
they all possess. In the domain of shared information, there are the elements that
are, for them, identical in the world in a meaningful way. Information Mohicans,
on the other hand, are the last representatives of a language, a culture, a world of
knowledge. While there were two or three, they created an information commu-
nity that is the opposite of global: very few people with a huge amount of shared
information. A key question of the information community approach is how many
copies of the same piece of information exists in different heads. This view con-
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siders communities information and knowledge transfer (storage) systems, as in-
formation production and consumption are both individual level processes.

One person is a member of a lot of information communities, and their position
in them changes constantly: the information that gathers in one’s head grows and
grows, and successfully spreading information makes people members of larger
and larger information communities. All this is significant when we intend to
understand a difference in behaviour, a difference in the way events happen — or
the natural history of the birth of an invention, an innovation. These may often
be explained very convincingly using information community structures and dy-
namics. For example, a deficit in solidarity may occasionally be traced back to
the lack of information communities.

EVALUATION AND RECOMMENDATION: The common language the concept of in-
formation community after the theoretical-scientific literature start in the same
meaning in more and more chance situations (to describe job seckers, architects
with the same issues, TV show fans, and others). At the same time, translating
‘information common’ as information community is incorrect, here, information
commons is the correct choice.

References:
Singh, J. S. (1984): Information Communities: Some Possible Techniques for Information Needs
Analysis (Conference presentation publication)
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Information compensation

~ the state makes it possible for its citizens to learn about all the data
or documents collected about them by the previous system’s secret
services and other authorities for various reasons and with various
methods, that had previously been secret or hidden with more favour-
able terms than the general ones.

Expressions used with the same, or very similar, meaning: —

Antonym(s): censorship, information quarantine

Expressions from related concepts: agent files, agent act, secret services, in-
formation self-determination, lustration, freedom of information, regime change
Which category? The word came from politics and entered the legal jargon.
The phrase in the language system has not become known outside Eastern Eu-
rope, and the phenomenon itself is generally paraphrased.

The rehabilitation and compensation of people who had been disadvantaged by
the previous political elite by illegal means was a typical issue in Eastern Euro-
pean regime changes. Information compensation was discussed along with mate-
rial compensation (for confiscated property, goods, works of art, land, etc.), but its
process only started with some delay: so that all about whom files and documents
have been made in illegal and immoral ways, typically using secret service meth-
ods, with recruited and blackmailed people, undercover agents, and informers.

Information compensation, that became the part of ignoble political games
(along with its ‘cousin’, the screening of those compromised in the previous po-
litical system in order to remove them from public life), was realised according
to various rhythms, ideas, and practices. In the concerned countries, there have
been long debates on whether information compensation aids or hinders public
life, how civil rights of those who performed the rights infringements should be
considered (for example, redacting their names on the copies), how those with ac-
cess should be regulated, and what publicity can uncovered information receive.
In order to do this, in this special case, extra rules had to be made that help per-
sons harmed by the previous system to gain compensation quicker. When, with
much delay, the relevant laws and regulations were born, archive access remained
the last obstacle. This had both objective (the everyday reality of information
compensation is a large-volume document processing and data provision public
office operation) and subjective reasons (it was difficult to change from the earlier
practice of secrecy and limited access, documents were lost or destroyed).

In the meanwhile, the theoretical legal debate was concerned whether infor-
mation compensation should be considered an individual right (and part of infor-
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mation self-determination), or depending on a society’s involvement, getting to
know the past better is a right of a society as a whole, because in this case, the
relevant issue is the freedom of access to public data, and individuals’ right to
access public data.

EVALUATION AND RECOMMENDATION: The concept is clear, its meaning is obvi-
ous, it is used in this sense by people who come into contact with it. Stakehold-
ers’ demand for information compensation decreases step-by-step, and slowly,
the incriminated document groups become archive files, just like the others that
researchers of later ages will analyse. Today, information compensation is a well
known concept, but by then, it will have become a historical factoid.
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Information compression

~ decreasing the physical size of data sets for easier storage and
broadcasting.

Expressions used with the same, or very similar, meaning: data compression
Antonym(s): information decompression (unpacking, opening)

Expressions from related concepts: data management, data storage, data trans-
mission

Which category? An information data science term.

The phrase in the language system occurs more often in other (genitive) formu-
las than the portmanteau term-like formula, and instead of the generic term, the
lower-level terms (image compression, audio compression) are usually preferred.

The brevity of messages and press releases, as much information as possible
transmitted in one unit of time, and transmitting the same piece of information
as accurately and quickly as possible (brevitas) was a requirement and principle
of ancient rhetoric.

However, by now, it is used virtually exclusively in IT and computer sciences,
as the name of a special two-way procedure performed on data — but instead of the
professionally correct data compression, many use information that seems more
general, more exciting, and transcending the disciplinary trenches. Any objecti-
fied and digitalised information carrier (bodies of text, text databases, unstruc-
tured text, sounds, videos, images) has a size that can be decreased using various
methods. Technically, the number of bits with which the file in question takes up
storage space will decrease. The aim of compression is the simplification of stor-
age or the fast and error-free transmission of files. When the files must be used
again, the inverse of the compression process may be performed on it. Virtually
all users know the operation well, as in the primary school of information litera-
ture, compression (packaging) and extracting with the relevant software products
are always taught. Of course, experts use very different techniques and compres-
sion ratios on ‘industrial’, large-scale information sets, e.g. image libraries.

The compression process may be lossy (data deemed unnecessary is lost from
the files) or lossless. In these cases, algorithms exploit statistical redundancy to
be able to turn the process back without any loss of information. Statistical redun-
dancy means that fancied and real pieces of information are often different. For
example, in a picture, the file may store the colour of an entire area pixel-by-pixel
instead of storing the colour of the entire area. Compression can use this, and in-
stead of associating a colour to every pixel, it can associate numerous pixels with
the colour. In lossy compression, unnecessary or less necessary information gets
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lost from the file. For example, colours unperceivable for the human eye may get
lost from a picture. These are then replaced by simpler colours.

EVALUATION AND RECOMMENDATION: In turns of speech that equate brevity of
the message to brevity of the information, we often see the two phrases mixed
together, but not in their contracted, technical term form. Only textbooks use it
as information or data compression, experts and everyday users use compression
without a prefix, or if they do, they use the type of the data set to compress (im-
age, audio, word document, file).

References:
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Information configuration

~ structures constructed from basic units of information, the building
blocks of our internal information worlds.

Expressions used with the same, or very similar, meaning: schema
Antonym(s): unique (elementary) information

Expressions from related concepts: information space, information processing,
information continuum, information ladder, information spectrum

Which category? A technical term in information science, with a suffix imported
from formalised conceptual systems, and a similarly strong need for a meticu-
lously accurate interpretation.

The phrase in the language system is still finding its place, it has not diffused.

The reception of new information, and its incorporation among the pieces of
information we already have is a continuous, unbroken process, transformative
at every point: whatever enters the mind’s processing system gains its meaning
based on internal content and existing fields of meaning the moment it becomes
information. But the transformation does not stop: a piece of information may
enter newer and newer units, become part of more and more complex information
complexes. It goes from being a basic piece of information to being a part of an
information configuration.

We know the word ‘configuration’ from logic, mathematics, and linguistic sci-
ence: when basic objects (numbers and words) join up to form higher-level units
based on defined principles and rules, they are called logical configurations, math-
ematical configurations, or language configurations. This is the meaning in which
we think of information configurations in the human brain. Physically, these are
embodied by neuron connections, which depend on what, in its relationship to
reality, the processing system considers meaningful, how it categorises these bits,
what it uses to create a relationship, etc.

In psychology, information configurations organised on a higher level that au-
tomatically classify incoming stimuli and form them into a behaviour command
are called ‘schemata’. We know of a number of typical schemata, even though we
may call them different names. The rules to a board game: a schema. The stereo-
types and prejudice structures that we use to classify people into a pre-shaped
world of meanings: schemata. The scripts we have inside that define what out-
comes we expect from certain types of events in certain environments: schemata.

However, the schemata themselves are subject to permanent transformation.
Overall schemata that include multiple sub-schemata may come to life; the path
leads to fewer and fewer, more and more complex information configurations that
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contain more elements — until we arrive at the super schema, the most complex
information configuration that only transforms, but is not part of transformation:
our world-view. The world-view may change or be substituted for another one, but
that does not happen with transformation: when it becomes inadequate in driving
behaviour, when it is not up for the task of classifying new information any more,
it breaks down, and a new one replaces it.

EVALUATION AND RECOMMENDATION: Information behaviour is an essential part
of the conceptual network that covers the basic processes of human information
processing. It must be used in a strict and clear way. The word ‘set’ is also used,
occasionally and incorrectly, as it refers only to quantity, and not to the structure
(that configuration expresses with its reference to moulding and shaping). Use of
‘information configuration’ may help us separate and classify pieces of mental
content of varying complexities, therefore we hope the phrase will take hold — or
gain strength in the current accidental occurrence: testing hardware components.

References:
Z. Karvalics L. (2004): Bevezetés az informaciotorténelembe. (Introduction to Information His-
tory) Gondolat Kiado, Budapest.
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Information continuum

~ the status changes of information in its entire lifecycle.

Expressions used with the same, or very similar, meaning: information pyra-
mid, DIK model, information ladder

Expressions from related concepts: group information, information community,
information storage

Which category? A technical term rooted in anthropology; still, it is popular in
the literature of information management.

The phrase in the language system has not diffused due to its ponderousness.

In a recent essay, Hari Srinivas lists 155 forms, “genres”, in which information
may take a physical form, in which it may be “packaged” (Srinivas, 2014).

Yet this packaged state is transitional: information is freed from there, some-
one uses it, builds it up more, and re-packages it. If we look at changes from
the direction of information, it only exists in its continuity, and goes through
more and more transformation. The concept of information continuum refers to
this ceaseless change of state: as the title of a popular book says, the social life
of information (Brown and Duguid, 2000). Therefore, as opposed to the DIK
model (Data-Information-Knowledge) that only wants to know how the higher
and higher level information and knowledge sets relate to each other, information
continuum deals with social processes, the community.

It is no accident that American researcher Barbara J. King chose information
continuum as the title of her 1994 book on primate communication: it proves that
the key moment in the evolution of information gathering and transmission was
the development of the ability of group members to provide each other informa-
tion without getting anything in return.

Researchers of Monash University, Australia, utilised this approach in the
analysis of organisational knowledge processes, therefore they named it the In-
formation Continuum Model (ICM). The model investigates the shaping, forming,
and developing information flow from practical knowledge to forming theories
and models — while the subsequent transformations (information experts, archiv-
ers, knowledge managers, authors, librarians, publishers, and others) are due to a
series of actors in parallel,

The most common occurrence of the information continuum model today is in
the literature of the analysis of internal knowledge processes of social networks.
This is no accident: in these special social spaces, information flows and is trans-
formed in many paths and ways.
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EVALUATION AND RECOMMENDATION: Information continuum models are much
more useful than the hierarchical and abstract DIK model. However, the chosen
expression is one of the limits of their diffusion, as continuum is a difficult, un-
friendly term.
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Information costs

~ a type of transactional costs, the expenditure necessary to acquire
information related to the knowledge of market conditions.

Expressions used with the same, or very similar, meaning: —

Antonym(s): information public good

Expressions from related concepts: information goods, mediatisation

Which category? An economic term with a strict definition.

The phrase in the language system is only known to experts using the given
knowledge in practice, or working on them as researchers.

It is a piece of banal, everyday knowledge and experience that information, if it
is valuable, ‘has a price’. Where information is traded, this is more than natural.

However, at business processes where before the (typically barter) transac-
tions, various cost types must be considered, information is one of these cost
types. Information cost is used strictly in this sense, ever since Carl J. Dahlman
classified information (in search and information costs) under externalities in
1979.

We also note that the two other cost types of Dahlman’s typology (bargaining
and decision costs, policing and enforcement costs) are also actualised through
information and knowledge operations.

Information costs are costs that appear during economic transactions; they
include analyses, the evaluation of the benefits of financial instruments, negative
and positive information regarding investments that aid in making financial deci-
sions, while search costs include the expenditures that are necessary to find these.

In the financial world, information access is often difficult not only because
a trustworthy source of information is hard to find, but also because costs are
generally very high. At other times, the information consciousness of decision
makers is the issue, and in many cases, the ability to utilise and use the acquired
information is missing.

In every case, the end result is a competitive handicap: however, keeping in-
formation costs at a proper level and good stewardship of them is no guarantee
of business success, either. The point is, regardless of cost, the appropriateness
of information: its value is only demonstrated, it only becomes measurable after
it has been used.

EVALUATION AND RECOMMENDATION: The expression is simultaneously under

pressure from two directions. It is spreading as information costs are included
more and more often into professional planning processes, and there is more and
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more awareness around it. On the other hand, in the world of Big and Open Data,
costs can often be minimised. The consequence of this is that, in a number of
cases, public information ceases to be a source of competitive information advan-
tage — that is transferred to analytic ability.

References:
Dahlman, C. J. (1979): The Problem of Externality. Journal of Law and Economics, 22 (1), 141-162.
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Information crisis

~ a crisis induced by information, the lack thereof, or the information
environment itself. The operational error of a comprehensive system,
caused by information components.

Expressions used with the same, or very similar, meaning: information dis-
aster

Antonym(s): information economy, information availability

Expressions from related concepts: information metabolism, information diges-
tion

Which category? Technical terminology — identical meanings in different sci-
entific fields.

The phrase in the language system may get stronger if use will not stay isolated
in various scientific communities but starts on the way to integration.

Although the information crisis is part of numerous professional vocabularies
form cellular biology to corporate economy, the logical nature of the concept is
identical, therefore we may speak of not multiple meanings, but versions of the
same basic meanings.

When a cell starts growing, it gets harder to provide the necessary nutrients
through the cell membrane, therefore the cell has more and more requirements
towards its own cellular membrane. This is the state that biologists call the infor-
mation crisis, that DNA copying solves even before the cell starts to divide. Typi-
cally, one of the textbooks on cell growth (Cell Growth, 2015) uses the example
of the number of libraries growing according to the increase of the size of cities
to demonstrate the similarity between biological and social systems.

Corporations may also undergo an information crisis because of their badly
constructed and maintained information systems. For example, if the necessary
data is available in a data warehouse, but those are not included in decision mak-
ing, this in itself can often push the organisation into an information crisis. Ac-
cording to a new prediction by leading market analyst Gartner, by 2017, one
third of all Fortune 100 companies will have undergone an information crisis as
three quarters of the information systems of big and growing organisations exist
isolated from each other, therefore the company cannot handle its own informa-
tion appropriately (Hamilton, 2014). Representatives of a field of science are also
faced with similar fears when they face that the amount of information available
to them, always produced, grows explosively (Bentley, 1962).

We were faced with a ‘classic’ information world crisis by the so called Y2K
problem, the computer failure caused by entering the year 2000, that in the end
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turned out to be a slightly hysterised exaggeration of the actual danger. Some
authors speak of a single newer, post-Y2K information crisis: the one started in
the United States with their expansion of and lack of control over national security
operations for counter-terrorist action, and the other side, the possible depth of
systemic problems occurring because of any information terrorist actions.

And finally, using the phrase for the most comprehensive system level, the
global information civilisation is valid according to some, considering the incred-
ible growth of the information environment to be its main cause (Postman, 1990).
And indeed: in all the presented systemic levels, an information crisis can only
have two outcomes: solution or collapse. Yet — at least so far —, despite of the fears
of collapse, the powers of solution always prevailed.

EVALUATION AND RECOMMENDATION: We expect that the phrase, used by vari-
ous fields to help describe different, yet analogous phenomena, will itself become
the centre of attention, and therefore become better known on a higher level of
abstraction.
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Information culture (Infoculture)

~ in a narrow sense, the basic relationship that connects individuals
to the entirety of the information ecosystem and its constituents: the
synthetic entirety of skills, abilities, and practices necessary for the
contentual and physical handling of information that is characteristic
of individuals and organisations, using which, they are capable of
having an active presence and functioning in society or the institu-
tional environment. In a wide sense, the entirety of principles and
mechanisms using which group level and national cultures connect
to each other and humanity’s knowledge and experiences in the now-
global information ecosystem.

Expressions used with the same, or very similar, meaning: information civili-
zation, digital culture, network culture

Antonym(s): information illiteracy

Expressions from related concepts: information society, information world-
view, information management, information age

Which category? A comprehensive social theory term that also fits everyday
discourses in an easily recognizable way.

The phrase in the language system has entered successfully with a diverse and
multi-faceted use.

One of the first theoreticians of the concept, Steven Lubar defined information
culture as a quality formed by the new world of information, communication, and
entertainment machines (Lubar, 1993). Its characteristics: speed, accuracy, and a
constant striving for novelty. A ceaseless desire and drive to keep the processes of
control and management in hand, but also to present derivations from the norm.
A definitive democratic potential and ideology, but at the same time, a cease-
less drift towards the basic relationships formed by bureaucratic order and rules.
The new-generation information consumers growing out of the selectability of
entertainment content on the other hand, and profitability-minded content produc-
tion on the other hand. This information culture was made up by the meeting of
three irrefutable forces: the revolution of electricity that brought about a shock-
ingly new horizon of opportunities, the large organisations that made information
processes industrialised and professional (government, business, military, and
research and development institutions), and the new type of citizens who are will-
ing to purchase information and knowledge goods and consume them at home.
And although we typically approach information culture from the direction of
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machines and information technology, the point of this lies not in the tools, but
in the people: the world of work, the everyday details of use, and in the opinions
people hold regarding technology.

And all this is true even more so today, when information culture is clearly en-
tering a new age: on electricity, the triumph of networking and the digital platform
are built (of course, including comprehensive digitalisation projects, as well). In
the device environment that makes new generation relationships and operations
possible, the new systems of production and management are born and developed
every day, on the other side of which, there are citizens armed with the new gen-
eration, mass computer literacy, mobile devices, and a serious information and
knowledge assets. Information and data use became even more intense, and new
‘scenes’ were involved in the ever more integrated content consumption space
(e.g. schools, museums, archives, and traffic systems — but through live on-line
coverage, the temples of performative arts: concert halls and theatres, as well).

EVALUATION AND RECOMMENDATION: An important, high-level concept, under
which there is an entire network of phenomena and lower-level concepts. Not to
be mixed up with information literacy and information erudition.

References:
Lubar, S. (1993): InfoCulture: The Smithsonian Book of information age inventions. Houghton
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Information deficiency

~ a state that keeps the degree of uncertainty of the decision that
serves as the basis of choice of behaviour caused by the non-exist-
ence of information regarding the problem; existing but non-availa-
ble information, or available, but insufficient information.

Expressions used with the same, or very similar, meaning: information rarity,
information dearth, information deficit, hunger for information

Antonym(s): information glut, perfect information

Expressions from related concepts: information asymmetries, pseudo-informa-
tion, quasi-information, information quarantine, information black hole, informa-
tion games

Which category? A term that names a well-known, everyday information situ-
ation that has on occasion, in an organisation information management and in-
formation system design contest, started its way towards becoming a descriptive
category with a higher level of formalisation.

The phrase in the language system is part of the basic vocabulary, only used in
a categorical sense by those who work in the field of information management.

Attaining the information necessary for behaviour choice is an important form of
activity in the complex of information behaviour. Recognising a shortage, identi-
fying the information need, and recognising a deficiency, individuals, groups, and
information processing organisations all turn to the information environment in
order to make the appropriate decision regarding their future actions.

From a passenger who is after timetable information, to world organisations
performing massive statistical background work, the state of information deficien-
cy is known everywhere, and its termination is sought everywhere. It is important
to notice that states that are considerably different are covered in the meaning of
a single expression, and the various English synonyms reflect this well.

When a piece of information is not at all present in the information environ-
ment (it has to be produced or created) is the lack of information. If it exists, but
is not available, it is missing information. If we have some information, but it is
insufficient, is the shortage of information. And if we feel collected information
to be appropriate, yet that does not help us make the adequate decision, it may
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be inappropriate, foggy, imperfect, inaccurate, or misleading. We can refer to
this as a deficiency, but we have to keep in mind that this deficiency has levels —
but according to its nature, it leads to the same place. If, lacking the necessary
information, we do not model the decision situation accurately, if we miss key
elements from the space of deliberation, that will have its revenge by lower-level
or failed action.

In creating the concept of an information system, accessibility and importance
to the future user must both be considered, in this case, information deficiency
(ID) is an integrative design viewpoint which, along with its similar versions,
must formally be included in the design process (Srinivasan, 1981).

EVALUATION AND RECOMMENDATION: Among the numerous well-known states
of information deficiency, one is considered exceptionally important. Citizens
must develop an attitude towards events of public importance, as they may lead
to a situation where action is forced. If the developed channels of information
provision — media, public information, alarms — do not function sufficiently in
these cases, the resulting information deficiency favours alternative explanations
and largely decreases the ability to act. All this may have unforeseeable results.
Decreasing the chance of information deficient situations is an information policy
and information governance task which, with the proper information-conscious-
ness, may be recognised and become institutionally manageable. Promoting the
concept in this sense and giving it an advantage may be a valid mission for in-
formation experts.

References:
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Information deficit

~ a failure of science communication. A deficiency in the communi-
cation of scientific results resulting from failed simplifications and
lacking explanations, easily filled by pseudo-scientific views.

Expressions used with the same, or very similar, meaning: information loss
Antonym(s): information surplus, full information transfer

Expressions from related concepts: lack of information, being uninformed
Which category? A professional terminology experiment. Its literary tradition is
growing, but its meaning is not self-explanatory, it may only be understood with
an explanation.

The phrase in the language system is unknown, except for science communica-
tion experts, its meaning cannot be guessed without knowing the context.

The science communication literature has been discussing the information deficit
(and the information deficit model) since the millennium.

By the time complex scientific thoughts arrive to the interested members of
society, they become shorter, lose their context, and get simplified with less tech-
nical terms. All this works like a translation: the content of scientific thoughts,
ideas, concepts necessarily changes. Not even the best educational scientists
and scientific journalists are protected from this information deficit that has no
small part in the confusion of ideas regarding the environment or climate change.
Knowledge leads to consciousness that drives people’s attitudes in a good direc-
tion, and affects behaviour.

This is why Dan Olson perceives the main danger of information deficit in that
most people reject or misunderstand thoughts received in an improper manner.
The Hungarian chronicler of the concept, Katalin Mund emphasizes that accord-
ing to the so-called ‘deficit model’, people’s heads are empty, they know nothing
about scientific results, therefore the lack of information has to be compensated
for, the task is transmitting as much knowledge as possible. When people are
scientifically educated, they turn away from astrology, as they consider it supersti-
tion. Efficient science communication solves the problem of the pseudo-sciences.
According to her model, it is a one-way process, in which “the ready-made science
flows from scientists to lay people”.

The world has, by now, transcended this model. As for why the various so-
cial groups and members have the opinions and beliefs that they hold, there is
a multitude of reasons, and science communication is only one of them. On the
other hand, modern science communication considers citizens active participants,
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many of whom are members of voluntary scientific programmes or professional
amateurs.

EVALUATION AND RECOMMENDATION: As the information deficit model itself is
obsolete, the model, and as such, the expression may be expected to go down the
drain.

References:
Olson, D. (2001): What is ,,Information deficit theory”?
http://www.quora.com/W hat-is-Informationdeficit-theory [2015-03-26]

Back to
Contents


http://www.quora.com/What-is-Informationdeficit-theory

124

Information deluge

~ the apocalyptic civilizational destruction suffered because of the
overgrowth of the information sphere.

Expressions used with the same, or very similar, meaning: information tsu-
nami, information flood, information overload

Antonym(s): infotopy, post-information society

Expressions from related concepts: information receptiveness, information dis-
aster, too much information (TMI)

Which category? An everyday metaphor.

The phrase in the language system is a fine example of non-conformity of the
desired meaning and the chosen expression.

Although James Martin originally introduced the term in his 1978 book ‘The
Wired Society’ as a neutral term to express the rapid growth of the amount of
information, by today, it became one of the best known terms of panic literature.
A deterring, malignant, Biblical metaphor of authors who dislike the increase of
the amount of information growth, and therefore watch information society with
a critical eye.

Intensity separates it from similar words around the ideas of ‘water, liquid’
(information ocean, information flood, information tidal wave), as intensity has
a role of changing the meaning. It is that information, swollen into a tidal wave,
doesn’t just flood the world uncontrolled, but it is the wave of information itself
that is the reason for the catastrophe.

EVALUATION AND RECOMMENDATION: Unfortunately the expression is used with-
out its nature that gives it its meaning even in the scientific terminology that does
not consider conceptual clarity — only to use something more emotionally power-
ful instead of ‘too much information’. And as we consider the entire discourse
of information overload misleading, it is no surprise that we do not recommend
using information deluge, either, and we can only trust that it will be used as
rarely as possible.

References:
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Information demand

~ a determinant of information behaviour: recognising the need ac-
tivates the information searching activity, and if we consider this
inner drive a need, it means the entirety of expectations related to
the entering side that has a fundamental role in circular information
processes.

Expressions used with the same, or very similar, meaning: information need,
lack of information, hunger for information

Antonym(s): information avoidance, information blindness, information quar-
antine

Expressions from related concepts: obtaining information, information hunting,
information foraging, information bubble

Which category? An everyday expression, but its use is very loaded in the lit-
erature of corporate information management and organisational theory. A basic
category that is typically not necessary to define, as everyone uses it in the same
sense, therefore dealing with the concept is practice-oriented, sensitive mostly to
the types and forms of information demand.

The phrase in the language system is very well diffused, and innumerable other
expressions have been born based on it.

Ever since homo sapiens started reflecting on their own cognitive activities, they
have been able to put its need for information into words. Recognising the need is
the engine of information acquisition, and its alleviation requires more and more
solutions, information specialists, information systems, and information institu-
tions that culture produced. As the industry that satisfies information demand,
media has, from the first minute, not only provided, but provoked further infor-
mation demand. (For example, an interesting piece of research has convincingly
proved that the cradle of the demand for news in today’s celebrity culture was
the culture of publishing obituaries and necrologies in 18th century press (Barry,
2008).

Where analysis of information demand is important for the individuals’ so-
cietal or organisational behaviour, researchers managed to clear up various in-
teresting details. For example, we know that awareness and information demand
depend largely on the level of education. However, the characteristics of informa-
tion demand have a strong relationship to the level of risk-taking. General and
special, basic and supplementary information demand may be distinguished. In
an organisation, the information demand of top managers, middle managers, and
employees is different. The information demand of the value chain and the supply
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chain are different (in the government: the policy and developmental policy infor-
mation demands). It is no accident that consulting companies offer their expertise
to perform a comprehensive information demand analysis.

Organisations with a large need for information are the consumers, and owners
of information goods are the suppliers who require and provide systems where
information availability is provided on demand, according to its thythm.

The engineering-technical side also builds information demand into its own
vocabulary. For them, in data stream automatization and data modelling, infor-
mation demand must be defined formally, in the form of a query that can be pro-
cessed by the computer program. Information visualisation experts are more and
more happy to talk about a visual information demand (which, to be exact, means
the demand for new solutions that support visualisation of the results of the more
and more complicated 3D models).

EVALUATION AND RECOMMENDATION: A very popular and loaded word; keeping
its sensitivity for fine distinction in the network of related expressions is impor-
tant.

References:
Barry, E. (2008): Celebrity, cultural production and public life. International Journal of Cultural
Studies 11 (3), 251-258.
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Information density

~ a (definable) unit of measurement of information placed in a physi-
cal or virtual spatial area. More information means a higher density.

Expressions used with the same, or very similar, meaning: information abun-
dance, information richness

Antonym(s): lack of information, information dearth, information rarity
Expressions from related concepts: amount of information, information space,
information ecosystem, information efficiency

Which category? An everyday use in numerous professional environments, with
occasional moves towards becoming a technical term.

The phrase in the language system is very well diffused.

Strangely enough, it is used in contexts on virtually all forms and interpretations
of information in the same, clearly identifiable sense, may that be the information
density of a bacterium’s genome, a map, a website, or an expression (Jaeger, 2010).
Neurons that carry information have a density of relationships in the brain. The
same idea is behind all meanings: a given physical space is capable of accommo-
dating all information, but the more it manages to encompass, the more dense it is.

This interpretation appears the exact same way in IT. In the race for informa-
tion density, optical and other data storage units turn back to the idea that “the
density of information stored in holograms is magnitudes greater than that stored
in traditional computer memories, and information may also be recalled much
faster” time and time again (Novofer, 2010). Barcodes may carry a certain amount
of information on their typical, rectangular surface, but attempts are constantly
made to create a higher ‘information density per surface area’ (e.g. with the data
matrix code). Real metrics and density measurement are necessary on the display
hardware (how much still identifiable information is permitted by the number of
pixels), and naturally, in the mathematical theory of information, where without
this, the conceptual construct could not be exact.

We may also find information density in unexpected places. In city spaces (in
which, for example, the analytic space theory of Gyula Hajnoczi paid particular
attention to the viewpoints of information quantity), but a music critic may also
write that there was an exceptional information density in the movements of
the conductor (as the space of the movements limits the amount of transferable
information).

An American professor attempted an extreme experiment: he measured the
textual and image information density of 44 publications on an office bookshelf
by “line centimetres”. Not surprisingly, he found that the information density of
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images was higher than that of text (McCallum, 1989), reinforcing the old, banal
proverb that one picture is worth more than a thousand words.

This is how we get to what is probably the most visited small world of informa-
tion density; information presentation and contemporary infographics. Edward
Tufte, the legend of visualisation proved in innumerable works that a successful
attempt to increase information density that fits the shape and size of visualisa-
tion interfaces can multiply both user experience and the efficiency of reception.

EVALUATION AND RECOMMENDATION: An expression that may be used efficient-
ly in numerous environments, its adequate uses can encompass more and more
pieces of reality with virtually no limit.

References:

Jaeger F. T. (2010): Redundancy and reduction: Speakers manage syntactic information density.
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Information detective

~ a master of searching for information, with creative solutions to
information problem cases.

Expressions used with the same, or very similar, meaning: information hunter,
information search

Antonym(s): information blindness, information avoidance

Expressions from related concepts: information eating, information hoarding,
information uncovering

Which category? An everyday expression with a high stylistic value, at the point
where the information profession and the users’ world meet.

The phrase in the language system has not diffused.

A detective collects, searches for, seeks, and re-organises information and proof
until the truth is uncovered. It is no wonder that people who search for informa-
tion professionally are happy to use the stylish ‘information detective’ title (that,
as an association to master detective, means something along the lines of ‘master
of information searches’).

The titles of programmes and educational publications aimed at the sharpen-
ing of discovery-hungry, curious children’s senses of research methodology and
knowledge often call them ‘little information detectives’ in order to address and
motivate them as heroes of stories as this has a considerable literary past (Arnone,
2006).

In a library environment, we often find texts that help us understand the ‘extra
content’ that sets apart information detectives from simple information hunters.
In open information environments available to everyone, the special ability of the
information detective is the ability to look behind information that everyone sees
as the same. They notice false desires to convince and the interests behind them,
as well as propaganda that distorts facts. They can discover falsehoods, and get
at the truth behind contradictory information. The detective not merely searches
and finds, but solves information cases.

EVALUATION AND RECOMMENDATION: The phrase is just an invented name when
used to describe masters of searching, but it may make sense when it contains
the excess that sets detectives apart from everyone else. The fact that the same
abilities are often referred to as critical literacy is another thing; this is not only a
characteristic of specialists with exceptional mental abilities, but should be part
of the information literacy of every young user. Accordingly, whether it can take

root as a serious term is questionable.
Back to
Contents



130

References:

Arnone, M.P. (2006): Mac, information detective, in the curious kids, digging for answers. A Sto-
rybook approach, introducing research skills. Libraries Unlimited.

Information Detective: Where did that information come from? A Berkeley College Training Page
http://berkeleycollege.libguides.com/informationdetective [2016-03-26]

Back to
Contents


http://berkeleycollege.libguides.com/informationdetective

131

Information diarrhea

~ an intermittent sickness and discomfort that results from the uptake
of too much indigestible information.

Expressions used with the same, or very similar, meaning: information as-
phyxiation, information decrease

Antonym(s): information hoarding, information obesity

Expressions from related concepts: information nutrition, information bulimia
Which category? A professional-public term, failed even as an everyday one,
used inconsistently, occasionally instead of other, already introduced terms.
The phrase in the language system has not diffused due to its bad associations.

Should it be called information diarrhea, when Google has more than a million re-
sults for a keyword (Meika, 2011)? And call all this a smelly information excrement?

It is a senseless, empty verbal exercise, as it does not take us closer to under-
standing a part of on-line culture at all, its entire message is that possible discours-
es on the epistemological place, semantic universe, and the multi-dimensional
surveying of users’ relevant forms of literacy are replaced by un-considered,
meaningless, one-dimensional polemics. (In this case: the search engine did ex-
actly what was required from it: demonstrated the number of occurrences of the
expression on the web. It performed its task perfectly.) And if this isn’t enough,
all the authors quoted here envision the start of the Information Diarrhea Age,
closely connected to the spreading of social media. Some believe that the cause
of the diarrhea is the number of parallel channels that young people use to share
feelings and thoughts (Aprami, 2013) Some assign this effect to Twitter, and the
‘microblogging’ (messages with a limited number of characters) it gave birth to
(Konr, 2008).

EVALUATION AND RECOMMENDATION: It is no accident that the dysphemistic,
bad-sounding word did not make it into the scientific discourse, and is not spread-
ing: we hope it will fade completely from Internet slang.

References:
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Information diet

~ reversing information obesity, alleviating its consequences.

Expressions used with the same, or very similar, meaning: information filter-
ing, information cleaning

Antonym(s): information obesity

Expressions from related concepts: information conscience, personal informa-
tion management, information asphyxiation, information diarrhoea, information
poisoning, information addiction

Which category? A neologism of dubious value in a space of debate not thema-
tised by science.

The phrase in the language system has not taken root.

Information diet appeared in the literature of information overload, as a way to
treat addiction-like information obesity. Accordingly, the first suggestions that
became popular referred to a drastic information decrease and reduction, that
Timothy Ferriss named the ‘low information diet’ in a best-selling book that ad-
vocated a change in lifestyle (Ferriss, 2007). He believes that an ideal information
diet includes avoiding surfing the Web, along with checking e-mails often, and
following the news without end.

Despite its extraordinary popularity, this proved to be an extreme and unsus-
tainable approach and soon, the antithetic ‘high information diet’ concept was
born. According to Dustin Wax (2008), as opposed to Ferriss’s theory that was
not thought through properly, the proper use of information diet is not decreasing
or eliminating incoming information, as we need them, but creating an environ-
ment in which we can ensure that an unnecessary amount of useless information
does not reach us (there is no environment in which we only receive useful and
valuable information).

By thinking this idea through, some realised that the issue is not the amount of
information that pours on us, but the recipient’s lack of competence. Clay Johnson
dedicated an entire book to convincing readers that, much like with real diets,
the key is not information deprivation, but selecting appropriate content (John-
son, 2012). We do not need to eat less, but to select the appropriate information
nourishment, aiming for balance. The key, as a critical researcher of information
obesity, Andrew Whitworth recommends, is developing information literacy,
which helps in attaining balance and developing proper habits. Tara Brabazon
is right to call the state attained by a properly selected information diet and the
corresponding world-view ‘intellectual fitness’ — if information obesity can lead
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to physical symptoms, information fitness aids with the maintenance of the body
as well as the mind.

EVALUATION AND RECOMMENDATION: There is little chance that it will not diffuse
as a lazy marketing expression. The phenomenon it names can be covered and
expressed by other words, therefore we do not foresee a great future for the phrase.
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Information diffusion

~ the self~-multiplying movement of information between individuals
and communities.

Expressions used with the same, or very similar, meaning: information flow,
meme reproduction

Antonym(s): information black hole, information trap

Expressions from related concepts: information receptiveness, information
community, memetics

Which category? An expression that matches everyday use, but has turned into
a technical term.

The phrase in the language system is spreading, it appears in more and more
scientific fields and everyday situations.

As we saw in the article on information flow, the creation of information diffusion
theory was motivated by the possibility of raising exact rules and laws that can
help us better understand the social mechanisms of multiplication and transfer-
ence.

In other words: measuring the success of flow in reception became question-
able. Rogers (1962), interested in a special information set: innovation, created
a model for this, that is still one of the classics of the subject, and was perfectly
applicable for the description of the spreading of Internet use as social innovation.

The social patterns of the reception of innovation (early adopters, early major-
ity, late majority, and those left behind) is only valid in situations where innova-
tion is a challenge for everyday life, for example in the shape of being forced to
change one’s lifestyle. It forces decision and choice, occasionally financial and
social ones. However, information occasionally spreads for very different reasons:
news referring to events from further and further points of the world. Gossip and
scaremongering regarding the life of small groups. A popular melody. A baseless
prejudice.

When researchers ask the question of what explains that certain pieces of
information are met with walls, while others spread through communities like
wildfire, and sooner or later become well known among a wide range of people;
social groups and individuals are only their ‘hosts’, through which information
can multiply itself further. This approach materialised in the epidemiology model
of culture, where the analogy of the spreading of information is the spreading of
disease and infections (Sperber, 2001), than in the meme theory of culture, where
meme, created to the analogy of gene (cultural gene, an information set that re-
produces itself), information that spreads successfully is the subject of the study.
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Memetics is its independent school (Blackmore, 2001). The spreading of informa-
tion may be studied without using the dictionary of memetics, as the conceptual
and instrument system of network research is especially suited to this.

The spreading of information may also be described as an increase in the
number of people who may be described around the given piece of information.
Memetics is sensitive to the mechanism of spreading, while the theory of informa-
tion communities is sensitive to the actual information set’s social organisation
influences social actions.

EVALUATION AND RECOMMENDATION: Information diffusion is a crucial ques-
tion of both cultural history and information science, with very strong historical
implications. The concept of information diffusion is diffusing unstoppably.

References:
Rogers, E. M. (1962): Diffusion of innovations. New York, Free Press of Glencoe.
Blackmore, S. (1999): The Meme Machine Oxford University Press
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Information digestion

~ in general, slowly taking ownership of, and processing informa-
tion. In a special sense, supporting the search process by reducing
text written in any language to relevant pieces of information without
losing meaning.

Expressions used with the same, or very similar, meaning: information implo-
sion

Antonym(s): information bulimia, information hoarding

Expressions from related concepts: information (pre)processing, information
filtering, selection

Which category? The specialised meaning that developed from the ‘banal’, eve-
ryday expression is only meaningful for a small professional circle.

The phrase in the language system is rarely used, its fate is questionable.

When time is needed to understand, process, and orient ourselves to the heard,
received, or acquired information, we use the ‘digesting the information’ formula.
It does not seem like a bizarre composition, as the main similarities between mak-
ing food and information input are easy to see (it is no coincidence that an entire
family of metaphors came from this idea).

As the technical term ‘information digestion’, it is used much less frequently,
but there are examples. For example, in the mid-eighties, it was used to reflect
on being informed only from ‘volatile’ sources of information (hearsay, news on
the radio or on the TV), as a chronic issue of information digestion. On interna-
tional waters, however, it became so popular after the millennium that even its
subordinate derivatives were created — such as rapid, fast, or silent information
digestion. Then in 2010, a serious attempt was made to anchor the phrase to a
defined, narrow meaning.

French researcher Gaél Dias who works on the machine processing of natural
language was attempting to answer the problem of the diversity of human lan-
guages stopping web search engines from preparing pre-processed information
from texts of a different language from the search terms. He started looking for
a language-independent solution that can combine the two factors and overcome
the language barrier of any natural language.

He tried to get there by pairing two methods. Extracting implicit knowledge
from the language in question, and by ‘digesting’ explicit information acquired
from real texts of diverse genres. In the case of texts, this is a reduction, a sim-
plification of the original text to pieces of information relevant for the search so
that it stays understandable, but contains to unnecessary, secondary elements.

Back to
Contents



137

The methodology has a number of other elements, and its eventual success, ad-
aptation, and development may help the term it recommends to take hold as a
technical term.

EVALUATION AND RECOMMENDATION: It is hard to tell whether the expression has
a chance of spreading among artificial intelligence researchers. Maybe there is a
less strange-sounding, more neutral term.

References:
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Information disaster

~ an unforeseeable event in the information environment, with dev-
astating effect.

Expressions used with the same, or very similar, meaning: information catas-
trophe, information black hole

Antonym(s): stably operating system

Expressions from related concepts: data recovery, data security, backups
Which category? These two words that are sometimes used as a technical term
are generally only put next to each other occasionally.

The phrase in the language system has not taken root, its meaning is clear, but
not entirely cleaned up.

After a number of industrial and natural disasters in the late 90s, the term ‘infor-
mation disaster’ was first used refer to the possible effects that can result in a stop
of the development of the emerging electronic economy or its relapse. It was used
to refer to a combination of events that can lead to a collapse of the world of on-line
trading and finances (‘financial information disaster’). And although damaging the
physical infrastructure may cause irreparable damage, the use of ‘IT disaster’ is
correct there. The spreading of this latter one is well demonstrated by the fact that
today, we encounter it not only in hardware and network administration guide-
books, but, for example, among the documents of a town mayor’s office, where “an
IT disaster is when the normal operations of the IT system are disrupted for enough
time that the workflow is damaged irreparably and unbearably”.

Informatics disasters always mean information disasters, as well, but the in-
formation environment can also be damaged along with the perfect functioning
of networks and machines. Computer criminals, virus makers, spammers, and in-
formation terrorists all pose a threat of information disaster. Information disasters
may not only be the destruction and damaging of stocks (and the information they
carry), but also a crisis that affects the entirety of the information environment.
After all, vulnerability is present on every level: individuals may suffer informa-
tion catastrophes that are applicable solely to them (e.g. a loss of personal files),
and it may happen to the entirety of the technological megasystem personified in
the Internet (this was embodied by the Y2K scare resulting from the seemingly
hard solution to a banal problem of dates).

Reasons behind an information disaster may not only be design or functional
failures or deliberate destruction: it is often traced back to human errors: neglect,
carelessness, and underestimating danger. Expanded interpretations of informa-
tion disaster are related to this. Some think that more and more connected infor-
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mation systems that know more and more lead to a more comprehensive vulner-
ability, and the information benefits enjoyed today make perception of the real
danger and effective future reactions more difficult — thus this state itself will turn
into a massive information disaster. A variant of this idea considers information
wealth amassed easily, without control, context, and a critical framework to be
a reason behind a loss of cultural-civilizational values, and perceives the loss of
quality as the information disaster.

EVALUATION AND RECOMMENDATION: Although there is a clear drive (especially
in computer security literature) to make ‘information disaster’ into an accepted,
standardised expression, the term did not start on this path. We believe the pri-
mary reason for this is that there is no need for an independent term to express:
disrupted operations of information systems may have very difficult, occasionally
catastrophic results.

References:
Horton, F. W. — Lewis, D. (eds) (1991): Great Information Disasters. London, Aslib.
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Information discovery

~ an activity typically based on individual search and process strat-
egies transcending pre-formed information channels and sets, that
creates new information value by uncovering hidden information and
presenting connections not visible at the beginning of the process.

Expressions used with the same, or very similar, meaning: information re-
search, information retrieval, data mining

Expressions from related concepts: e-discovery, Big Data discovery, informa-
tion hunting, information filtering, information gain

Which category? A term often used incorrectly even by those in the library and
information science field.

The phrase in the language system is virtually unknown outside the narrow
range of expert groups. The story of the concept starts with the — partially stand-
ardised — information uncovering coming from the library and scientific environ-
ments, and still inherits some of its methods from it, even if it has been happening
in considerably different use environments.

Its extra meaning compared to information research is that it does not only refer
to simple queries in typical environments, but it always refers to answering an un-
expected, unusual question. In other words: it is not used to find existing informa-
tion, but to create new, missing information. Therefore it has a great added value,
and the expertise of the expert performing it is very important; uncertainty and
accident have a great role (Race and Makri, 2017), and so do creativity, creative
imagination, and the recognition of new meanings (Kerne et al. 2008). Despite
all this, the repertoire of automatic information discovery tools is growing, as
the specific construction of the World Wide Web, keyword searches, cloud archi-
tectures, and the strengthening practice of data connection fits the possibility of
their use. Some use environments stand out. In legal information discovery, stake-
holders attempt to find the most advantageous hidden connections by collecting
all the relevant evidence, processing, identifying and checking information, and
reviewing and comparing legal documents. The world of healthcare information is
a similarly hot area, where in the network of patient data diffusion, medical expert
knowledge, and new diagnostic methods, uncovering every piece of information
is like a discovery (Hristidis, 2010).

At global organisations and knowledge companies, repeated information dis-
covery cycles may lead to amassing a large amount of information that cannot be
stored in paper-based systems any more, only on electronic platforms — therefore
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it is more and more common for information discovery to be performed by spe-
cialised external contractors.

EVALUATION AND RECOMMENDATION: There is no doubt that discovery has more
of an emotional charge than uncovering, yet in multiple languages, the latter one
is used. Discovery contains the important moments of the creation of something
new: one may think of mining, bringing the ore above ground (as in data mining),
but also of the discovery of the hidden meaning of something.
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Disinformation

~ deliberately constructed deceptive, misleading content; an inter-
pretation or falsification of reality that is advantageous for the pub-
lisher, presented to the recipient as ascertained and controlled infor-
mation, and made believable in order to achieve an effect.

Expressions used with the same, or very similar, meaning: lie, hoax, misinfor-
mation, misleading, false information, fake information

Antonym(s): perfect information

Expressions from related concepts: information games, information politics
Which category? A phrase with a base in epistemology.

The phrase in the language system is stably rooted, its everyday meaning covers
the professional one completely.

There is a sort of unspoken agreement in the literature that this phrase, that had
been first used for newfangled types of deception before the Second World War,
covers types of activities that had been used abundantly in earlier eras of social
history, as well, especially by opposing military parties. From the military vo-
cabulary, it entered the political one (representatives of power giving their own
citizens misleading information), then discourses related to mass press, media,
television, and finally the Internet, often exaggerating the rate of disinformation in
the entirety of information, and consistently mixing it up with ‘information mess’.

This is how the phrase ‘disinformation society’ could come about, often used
in complete misunderstanding of the concept of information society by shallow
publicists, and even respected scientists attempt to have it accepted as a strong
social science term (Marshall, 2015).

Really, in itself, by wanting to place the categories of lie, inaccuracy, distor-
tion, inadequacy, and obsolescence correctly in the epistemological sense, a seri-
ous classification-interpretation work is needed (Fallis, 2009), especially in the
relationship of disinformation vs. misinformation. Adam Makkai, the respected
Hungarian-American writer, attempted to define this in his dissertation ‘Idiom
Structure in English’. In his view, deliberate disinformation occurs when the re-
cipient can decode the message content and considers it lexically correct, but
regardless, it is not so. On the other hand, if the recipient decodes the received
information in an incorrect manner, and that’s why it becomes erroneous, we have
misinformation.
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EVALUATION AND RECOMMENDATION: The phrase is clear and well known, but
for information-conscious citizens, being sensitive to fine differences between
similar expressions is also important.
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Information dissemination

~ the sub-type of information transmission or information communi-
cation when one sender methodically sends one piece of information
or a bigger unit made up of multiple pieces of information to multiple
end points.

Expressions used with the same, or very similar, meaning: information mul-
tiplication

Antonym(s): information retention, encryption

Expressions from related concepts: information flow, commercial, marketing,
propaganda, informing

Which category? For the process, it is an everyday term, but where diffusion is
technology-heavy, it is used as a technical term.

The phrase in the language system did not become more loaded as depending
on the channel and information content, numerous alternative expressions exist
that can be used to refer to the process of spreading.

The town crier used to be the end point of an information dissemination machine:
he, along with his colleagues in other towns, made sure that information sent from
the royal or public administration centres got to every planned end point. Calen-
dars used to serve the same purpose, for example, as through these publications
pressed in a high volume, numerous pieces of information that are considered
basic could become common knowledge.

Broadcasted solutions appeared in addition to distribution-based solutions.
In the second half of the 19th century, earlier educational healthcare and market
information dissemination methods were joined by the channels and diverse prac-
tices of scientific information dissemination, this was followed by the information
provision and distribution activities of specialised propaganda organisations.

By machinizing libraries, library data provision was also born, this was still
called information dissemination, as a library generally was in touch with many
users (including professional ones). (They have an independent journal to this day:
the International Journal of Information Dissemination and Technology, IJIDT).
With the expansion and mechanisation of the information industry, information
regarding the planning and operation of effective machine information dissemi-
nation systems came to the fore. For some specialised information services, end
points are not individual consumers, i.e. the population, but companies — for ex-
ample, in the case of market information dissemination (MID).
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In the Internet age, content with an important public information dissemina-
tion became more valuable. Such as news regarding epidemics, pests, preparation
for extreme weather conditions.

EVALUATION AND RECOMMENDATION: One can talk about the disseminations of
various types of content (scientific results, lifestyle practices, public interest news,
etc.) without using the superfluous ‘information’ attribute. The expression also
makes sense used as an umbrella term, however, situations that present an option
for that are relatively rare (these may be an information science description that
includes technology-related, historical, and theoretical parts).
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Information distance

~ generally a measure created by the comparison of information
objects. In a special sense, numerical data that expresses the co-
transformability of two computer files, measured in bits. The distance
in this sense is the shortest programme that can be used to transform
one of the files into the other or vice versa.

Expressions used with the same, or very similar, meaning: —

Expressions from related concepts: minimal description length

Which category? IT technical terminology with a textbook meaning, but its use
is common in the literature of other formalised systems, as well.

The phrase in the language system appears virtually exclusively in a computer
programming environment, and even there, only sporadically.

For formal system, the expression ‘information distance’ has long been used for
the difference between the object of interpretation and the interpretation of the
interpreter. For example, for recognising an image, this means the distance be-
tween information from the environment and the related pieces of information
of the sought set, which can also be seen as a signal/noise ratio (in our case, the
smaller the information distance is, the harder it is to identify the set). Information
distance that measures the level of relatedness of two information sets entered the
armoury of science metrics (for example, organising the number of periodicals
that can be cited and the actual number of citations).

Then, a number of years before the Millennium, an use that is more con-
strained than any earlier has started.

In the Kolmogorov complexity theory, created in the mid-60s to define sim-
plicity in a mathematical way, there is a solution to finding the shortest distance
between two objects. As in the computer space, the equivalents of physical objects
are files, software researchers started to consider them objects. Therefore the
distance between files was described not with spatial data, but with 1s and Os, the
elements of the language of computer science, the binary system. Accordingly,
information distance is not a physical, but a logical, or rather, operational one: the
distance between two files can be expressed by the shortest programme that can
turn a simple file into the other one.

In order to be able to tell the distance not only between simple files, but be-
tween e-mails, images, videos, etc. stored on the computers, scientists have creat-
ed a more complex formula, the Normalized Information Distance. They make the
studied subject presentable using compression algorithms, and then, their distance
may also be measured. The role of Paul Vitanyi, a Hungarian-born researcher who

Back to
Contents



147

lives in the Netherlands is imprescriptible in the development of the methodology.
Typically, the concept of information distance they created is applicable to all sets
that may be processed using algorithms. (E.g., the phylogenetic family trees of
various species were generated based on mitochondrial DNA, where information
distance represented genetic distance.)

More recently, it has been used at the intersection of geography and economy,
to help understand the formation of information asymmetries. It is used to express
how the information distance between market operators grows in proportion with
the physical distance (but calculation of costs in proportion with distance, for now,
seems to be a hard shell to crack).

EVALUATION AND RECOMMENDATION: Understanding the concept requires math-
ematical skill and abstractional ability. Various scientific fields use it to measure
the relations between somewhat similar, but a little different information objects.
However, the distance between these uses is growing: as more and more new
fields enter, the chance that the meaning, already held together by the force of
analogy, will ‘blow’, and fall apart into three or four new, specialised meanings,
with independent definitions and names.
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Information distortion

~ the unwanted changing of information during recording, storage,
or communication. If it is intentional, it is called information distor-
tion.

Expressions used with the same, or very similar, meaning: information loss,
information deficit

Antonym(s): identical information transmission (that keeps its identity)
Expressions from related concepts: manipulation, communication noise, disin-
formation, false information

Which category? Although there was an experiment to make it into a technical
term in the late 90s, its everyday meaning is still definitive.

The phrase in the language system is stagnating.

Information, once born, will always make a connection between two minds, re-
gardless the length of the path it takes. In the meanwhile, it necessarily passes
through innumerable possible channels, and according to experience, content is
often damaged, the carried meaning changes, or part of it is lost while it gets to
the end. Occasionally, no one is disadvantaged functionally despite the consider-
able changes — content proves practically transmittable despite the distortion of
information.

In other cases, a small distortion may also have catastrophic consequences.

We often encounter phenomena that is considered information distortion in
our everyday lives. These distortions may have multiple reasons. Occasionally,
the recipient simply misunderstands something, various irritating environmental
factors, such as noise sources may occur, or the language (or code) of information
that the parties use may differ. The message may also be complex, ambivalent,
or plurivalent.

Intentional distortion also has a long cultural history, from the world of slander
and intrigue that poisoned the lives of small communities to disinformation made
industrial in military history.

The scientific study of the phenomenon started, understandably, in organisa-
tional sociology, with the empirical research into the information processes of
large corporations. A pioneer of this field of research, Charles O’Reilly came up
with the attempt at a strict definition of information distortion as “the incorrect
reproduction of objectively correct information”, and correctly identified both
intentional distortion and subconscious manipulation in pieces of information
travelling upstream in the company hierarchy (O’Reilly, 1978).
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EVALUATION AND RECOMMENDATION: Although the idea is used by both statisti-
cal physics and information theory (for signs, not information), and although it
also appeared in economic science as a strong term, the use of these is sporadic.
However, everyone understands its meaning in the everyday sense when the ex-
pression is said or written down somewhere.

References:
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Information diversity

~ the possibility of utilising the widest possible spectrum of informa-
tion available regarding a certain subject, and in an interpersonal or
intergroup space, the proportional distribution of available informa-
tion between stakeholders.

Expressions used with the same, or very similar, meaning: information dis-
tribution

Antonym(s): information asymmetry, information bias

Expressions from related concepts: information group, information flow, infor-
mation community

Which category? The everyday wisdom (it is nice to have a diverse information
environment) is expressed with a different grammatical construction, but as a
technical term, it has a history of use looking back decades.

The phrase in the language system is popular on multiple points of social sci-
ences that operate with formal tools

Diversity of any kind of information is a good recipe according to most authors.
The more points of the information space one has input from for a given reflection
or decision, the more sure-footed use can be.

For decision theory (Iselin, 1988), diversity is the maximisation of relevant
information that may be included in decision preparation, and their necessary
abundance, and use is similar for predictions of statistical probability. However,
for actors in economic-trade information games (Figlewski, 1982), the important
aspect is whether the given information set is distributed and shared appropriately
— because it can be proved and justified that in this case, the market is more ef-
ficient, and so is the number of positive externalities (Goldstein and Yang, 2015).

Social network theory combines the two approaches and seeks whether on-
line communities connected by communication relationships are truly closed in-
formation groups, or if there is space for information diversity. Bakshy’s (2012)
ingenious Facebook research proved that consumed information is much more
diverse than any earlier knowledge or preconception could suggest — and this is
traced back to the fact that information flows through many so-called ‘weak ties’.
(In the other direction, this means that those who only keep in touch with people
with ‘strong ties’ are more likely to make their own information sets poorer.)
Regardless of the approach we choose, information diversity is clearly a value,
and decreasing diversity leads to failures and biasedness. This is why it is so
important to be able to access the power of legislation, law, and public speech
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(these important ‘gatekeepers’) where search algorithms, political, business, or
ideological ideas artificially decrease diversity (Helberger, 2015).

EVALUATION AND RECOMMENDATION: We may hope that the phrase finds its way
out of the expanding literature to the heart of everyday Internet users and becomes
more popular. One chance for this would be making it part of information litera-
ture modules in school materials.
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Information drought

~ the blockage of information channels, issues, lack, or cessation
of information supplies, an agonizing, unfulfilled desire for certain
pieces of information.

Expressions used with the same, or very similar, meaning: information dearth,
information poverty

Antonym(s): information richness, information glut

Expressions from related concepts: (worldwide) information inequality, infor-
mation asymmetry, information deficit

Which category? An everyday expression created again and again to attain sty-
listic effect.

The phrase in the language system appears occasionally, it has no tradition on
its own, people aren’t thinking about the expression itself.

The possibility of the vital information we thirst for suddenly running out is like
a river that dries out. It is like a natural disaster (Kranich, 1989), especially after
a rainy season of information glut (Warren, 1992). It typically is a base feeling
and visual world that may be re-discovered again and again, when the different
information problems of different actors occur.

Its first use we know of was fearful for American farmers in that if they have
issues converting to the use of new information technologies, the channels that
carry information necessary for production would slowly dry out (Kranich, 1989).
Later, they noticed how extremely researchers from developed countries were
separated from scientific information (Warren, 1992, Jeevan, 2000). New Zea-
lander journalists used it in the title of a report made in East Timor in 2007, as
locals experience the isolation from their “mother islands” as an information
drought. The turn of phrase was used in the 2011 hunt for Bin Laden, as it hap-
pened in such an information-poor environment.

All this signifies that it is a mere linguistic invention, many use the metaphor
offered up, but without adjusting the meaning to its real content. Use could have
a strong relevance in situations in which it is used to represent not only a pain-
ful lack of information, but the situation created because of the termination of a
previous rich and colourful information supply.

EVALUATION AND RECOMMENDATION: All the attributes of drought and lack of
information rarely overlap completely, and there is no painful need for a new
phrase that covers an extreme situation of lack of information along with the
more diffused information dearth. This is also true regarding ‘information desert’,
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used in other texts. Of course, all this may be realised if information drought can
grow roots.
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Information dynamics

~ inanimate, living, and artificial systems are all in contact with their
environments and create a permanent balance using a complicated
inner regulation — they are dynamic. All this is actualised through
information processes that work as control, feedback, and regulation
processes, ‘circuits’. These connections prevail in a special class of
systems, information systems, thus with the appropriate techniques,
system efficiency can be improved.

Expressions used with the same, or very similar, meaning: information physics
Expressions from related concepts: information system, information actions,
information flow

Which category? Scientific term used in a small scientific circle, in separate
bubbles.

The phrase in the language system is used by few even in the given disciplines,
everyone attempts to translate it to their own language. There is no effort to create
an independent information dynamics theory, thus the concept as an object is not
considered often, it is only used.

Information dynamics (ID) is an approach that has borders with multiple scientific
fields, thus the behaviour and functioning of dynamic systems may be modelled,
and through better understanding, their efficiency may be increased.

It was introduced by concentrating the dictionaries of thermodynamics, evo-
lution theory, and information theory in the early Nineties. American zoologist
Stanley Salthe (1993, 2001) created the term as a portmanteau of the words ‘infor-
mation’ and ‘thermodynamics’. He started from the idea that entropy, organisation
and disorganisation, energy input and output can all be interpreted for information
systems — e.g. the aggregation of information variables also increases the degree
of freedom of decisions.

The concept — regardless the insecurities around it — has broken out from the
cage of the mathematical-statistical-logical information concept, and it is now
used in multiple fields: in linguistic, cognitive science environments, then in ecol-
ogy and economic theory literature. In the meanwhile, the abstract mathematical
concept of information has been mixed with the social science theory of informa-
tion.

When we read about information dynamics being a tool or method to increase
marketing management of information between customers and companies, and
inside the company network, by the integration, simulation, and analysis of in-
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formation processes, it is easy to see that we have come a long way from thermo-
dynamics: the viewpoint is cybernetic, but the defining characteristic is not the
quantity of information, but their quality.

EVALUATION AND RECOMMENDATION: Whether a strong scientific theory will
build upon information dynamics seems undecided so far. Also, we do not know
whether the unified theory of information has a chance of “making peace” among
mathematical and neuropsychic worlds of information that are used in varying
meanings. Thus we may only claim that the fate of the concept is open, bound to
the results of more generic scientific discourses.
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Information ecology

~ humanity’s relationship with the surrounding information environ-
ment.

Expressions used with the same, or very similar, meaning: information eco-
system

Expressions from related concepts: information management, information or-
ganisation, information specialists

Which category? Its introduction was attempted as a name that identifies a spe-
cialist field, with moderate success.

The phrase in the language system is present with an insecure meaning, its
substantive value is small, its weakening is expected.

Information ecology is the relationship of humanity and its information environ-
ment, their mutual way of existence — or, to be more exact, the scientific approach
that investigates this topic. The expression was created and made into a book
title by two notable information management experts, Thomas Davenport and
Laurence Prusak in 1997. They primarily intended to underline the turn in ap-
proaches, that it was time to go back from computers and an engineering approach
to information itself in company organisations: to the human side, that should be
prioritised in comparison with the machine one.

With an information ecology view, information environments (and informa-
tion strategies, behaviours, and cultures) can be better understood and developed.
However, Davenport and his co-author only created a bombastic expression that
has little to do with the actual science of ecology. Instead of transferring ecologi-
cal models to the corporate ecosystem (‘cultural ecology’ had failed to do this ear-
lier), they only did so with a couple of analogies. In their view, cognition does not
serve adaptation, instead, it serves the mastering of the information environment.

Library science also had a similar experience with information ecology. It
asks questions such as what libraries can contribute to the improvement of the
information environment, more efficient information obtaining, spreading infor-
mation literacy, and decreasing information stress. Again, it is not ecology that is
being applied: the expression is chosen to make new, more holistic, organic, and
systemic approaches more ‘consumable’.
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Nahl’s model (2007) is considered the most successful; along with the cog-
nitive (psychosocial) side, he also included the emotional (affective) side in his
analysis, as the dynamic interaction of these two factors is required to finish tasks
successfully in any information environment (including symbiotic man-machine
relationships).

EVALUATION AND RECOMMENDATION: ecology is mostly used in a rhetoric func-
tion when it is used in a conceptual structure. This is the basic source of inse-
curity, because of which these attempts at word creation and application were
deemed to fail.
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Information economy

~ the information sector of economy. Information and knowledge
production and supplier companies, their products, market, technol-
ogy, workers, and consumers.

Expressions used with the same, or very similar, meaning: information sector,
information industry, information and knowledge economy, information factory,
symbolic economy

Antonym(s): traditional industry

Expressions from related concepts: information goods, information services
Which category? An economy science term, with strong everyday use.

The phrase in the language system is stably present, and the scope and field of
the economic segment that belongs to the concept is subject to continuous debate.

Austrian-born American economist Fritz Machlup was the first to create a sepa-
rate industrial category for information industry in his early 60s work on the
production and division of knowledge. He classified it into five sectors: educa-
tion, media and communication, information technology, information services
(e.g. law, insurance), and other information activities (research, development). He
measured the place of the information sector inside the entire economy by the
GDP contribution of these sectors.

Marc Uli Porat’s 1976 publication may be considered the descriptive founda-
tion of information economy. Porat created an even more detailed “roadmap” of
the field, with an interconnected system of definitions and measurement opportu-
nities. His attempt at summarising the internal structure of the information sector
proved the most enduring, with the introduction of the categories of the primary
and secondary information sectors. Porat named the sectors where production
is aimed directly at the production and output of information goods the primary
sector, and (controversially), he considered the ICT sector, companies that con-
struct the devices of information management, to be part of this. He considered
the internal, intra-organisational information production and supply activities of
non-information companies whose output is not information the secondary sector
of information economy.

Porat’s output-based system proved to be appropriate to insert information
economy into the current sector-related logic, but as of today, there is no convinc-
ing, generally accepted description — only exciting experiments.

There are classifications built up from the direction of the activities that be-
long to the information sector: knowledge production, information division and
communication, risk management (insurance and finances), market research and
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marketing, information processing, information appliance production, govern-
ment activities, management, and finally, the sector’s infrastructure (buildings,
maintenance). Others classify the various sectors based on the cycle time of infor-
mation activities. Accordingly, the sector is classified into long-range (education,
public education, R&D) and short range (operative, management and coordina-
tion-related activities) information activities.

Information economics is the science of information richness.

EVALUATION AND RECOMMENDATION: Information economy is a stable and ac-
cepted technical term, regardless of the fact that its internal classifications are
subject to constant professional debate.
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Information ecosystem

~ if, when analysing living systems, we consider the complete, in-
terconnected relationships of living beings and their inanimate en-
vironments the ecosystem, as an open system capable of a certain
amount of self-regulation, the information ecosystem is the complete
interconnected network of societal actors and their information en-
vironments.

Expressions used with the same, or very similar, meaning: information uni-
verse, information environment, information flow, information landscape, info-
sphere

Expressions from related concepts: information management, information or-
ganisation, information specialists

Which category? Its introduction was attempted as a name with great explana-
tory power for a complex group of phenomena as a subject of research.

The phrase in the language system is present with an insecure meaning, its
substantive value is small, its weakening is expected.

The outlines of human communities are much more complicated than an ecologi-
cal system that may be modelled by circular processes, as behind the seeming
homogeneity and basic distribution of societies and social groups, there are very
complex information community structures, the meaning of which is actualised
when the identical or different nature of decisions and actions need to be under-
stood and interpreted.

In the information ecosystem (much like the infinite cycle of biological eco-
systems) there is not a minute of pause: freshly attained information is ceaselessly
transformed, depending on the situation, the meaning transfer, and the new con-
tent it encounters to take up new patterns, high-level information sets in people’s
heads. The end points of ‘information chains’ may still be new actions in reality.
These, again, start information waves, and based on the nature of the situations
and the number of stakeholders, they enter a communication channel that ensures
some type of transference.

Information ecosystems may also be approached from the direction of their
constituents. Among the actors, we may find every individual person, as nodes of
information flow, including, of course, ones of exceptional importance, that may
be considered important from a network viewpoint. Formal economic, political,
and cultural institutions that vocationally affect the information flow, or contact it,
are also actors. Artefacts are devices and technologies, the meaning and function
of which are provided by the support of possible sign actions: the objectification
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of information, moving it from mental content to a physical carrier, the mul-
tiplication, transformation, transferring, and distribution of information stored
or transferred in a signal state. Their interconnected megasystems make up the
information infrastructure. Content flowing in the information ecosystem connect
actors to artefacts. On channels, that are — in their nature and subject — identical,
very varied pieces of information may travel, with innumerable types of func-
tions. All content enlarges both the information set of actors and expresses — to
some extent — control structures that define, or affect, the alignment systems and
local values that newly embedding knowledge elements gain meaning.

We found the first occurrence of information ecosystem in Knute O. Berger’s
work (1989). According to Nardi and O’Day (1999), the information ecosystem is
characterised by four main information characteristics.

* Interdependence: the ecosystem actors make up each other’s information en-
vironment, are mutually dependant on each other; their results often depend
on information exchange efficiency.

 Change: information, in its flowing and fixed forms, is constantly subject to
change, transformation, damaging, and exchange: its direction and charac-
teristics are in movement.

» Time constraints: every piece of information has one or more relevant tem-
poral references, and the flow may always be mapped on the time axis. The
value of information may increase or decrease (appreciate or become obso-
lete).

* Differentiation: For information-management communities, the differenti-
ability of the various pieces of information is hugely important, as these
carry (novelty) value compared to each other.

EVALUATION AND RECOMMENDATION: As by today, every, previously separate
medium is melting together in the on-line space, ‘digital ecosystem’ (an innova-
tion of Carly Fiorina, the humanities degree-holding leader of information tech-
nology megacorporation HP (Fiorina, 2000)) is forcing information ecosystem out
of contemporary information technology literature. We believe that the concept
can live on if it finds its place in a comprehensive information anthropology model
instead of its current technology-focused use.
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Information efficiency

~ in stock market economy, the index of the value increase of infor-
mation built into the price of the share. In other words: the measure
of how accurately market prices reflect information regarding the
product, and as such, its real value.

Expressions used with the same, or very similar, meaning: —

Antonym(s): information loss

Expressions from related concepts: information surplus, information ratio, lack
of information

Which category? An accurately defined financial term.

The phrase in the language system is almost exclusively present in the financial
context, it is experimentally used on occasion in other fields, but only building
upon the everyday meaning of efficiency.

American economist Eugene Fama created the hypothesis of efficient markets in
1991, claiming that the market works efficiently if companies include received
information in stock prices immediately. Information efficiency is the same defi-
nition approached from the side of information; i.e. information is efficient if it is
included in the price of the share at the moment of issuing the share. If this does
not happen, market speculators are capable of achieving a higher income exploit-
ing the opportunities of the lack of information.

Therefore information efficiency is highly dependent on its adaptability to infor-
mation. Three levels are differentiated based on the success of this adaptation.

If current stock prices reflect all the information of past price movements per-
fectly, the result is that future price changes should not be foretold based on the
analysis of past price changes, as every actor knows them. On the second level,
not only past, but current, public information is also available. In this case, there
is no benefit in analysing information, as stock prices may reflect not only earlier
market prices, but present ones, as well. In the third case, share prices not only
publicly embody past and present information, but private market prices, as well,
resulting in a perfectly information efficient state.

Outside the world of finance, information efficiency measurement was at-
tempted in other fields, as well (scientific information networks by citations, mar-
keting strategies by the number of those reached by the spreading messages), but
there is no cross-over between the various methodologies.

EVALUATION AND RECOMMENDATION: We often experience that a piece of infor-
mation causes changes in a processing system. However, measuring this change
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is different from determining or measuring the efficiency of information. This
question is only asked in an information context in the financial field. Use of the
concept in any other environment is perplexing and misleading.

References:
Williams, L. V. (2005): Information efficiency in financial and betting marketet. Cambridge Uni-
versity Press, New York, 5-11.
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Information elite

~ in a narrow sense, the few who have the best access to information
resources, leading to the greatest information benefits, and having
the greatest influence in shaping the information ecosystem. In a
wider sense, everyone who, because of their professions and abilities
related to the information universe, form a sort of ‘vanguard’ of in-
formation management compared to other social groups (librarians,
Jjournalists, information advisers, information entrepreneurs, data
specialists, web content creators and managers).

Expressions used with the same, or very similar, meaning: digerati, cyber elite,
cyberdeck elite, Masters of Code, information aristocracy

Antonym(s): information underclass, Netslaves

Expressions from related concepts: information economy, information superi-
ority, information inequality

Which category? An everyday expression that, after a while, may also enter the
professional vocabulary of social analysis, that, for now, is frequently used in texts
critical of contemporary information society.

The phrase in the language system is stable and present, sometimes in a stricter,
sometimes in a looser sense, occasionally even in an undefined sense.

The dictionary compiled by information society course students of Corvinus Uni-
versity define the information elite as the following: “A group at the extreme end
of information society based on information capacity, that has an almost limitless
access to information and turns it into a social advantage”. Others say that “only
those with economic and information privileges can access information systems”.

Undeniably, there are considerable differences in the access to information re-
sources, and of information competences, and it is true that traditional social and
economic benefits are typically transformed into information benefits or superior-
ity, while the other way around is also open: information success may be turned
into economic and social ascent. The question is whom we consider members
of the information elite, and based on what criteria. One side of this spectrum,
seeing the democratising effect of information, assumes an information elite that
gets bigger and bigger, who will be able to properly use generalised information
literacy and the shared information infrastructure.

On the other end of the spectrum, digital conspiracy theories are born: accord-
ing to their believers, less and less people gain more and more power using their
secret influence over information megasystems (the so-called “Illuminati of the
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Internet”). The contraction ‘digerati’ (digital+literati, later also: info-rati) is also
widely used as the name of the small cyber elite.

Regardless of contemporary debates, it is today clear for historians that, based
on the differences in the accessibility of information goods, information elites ex-
isted in every era. Wandel (1995), for example, examined the structure of relation-
ships between the meanings of images and actions, and their differences regard-
ing ordinary 16th century people and the information elite. Among the reasons
of the development of the British Industrial Revolution, more and more authors
recognise the 18th-19th century clubs and communities created for intellectual
conversation that formed an innovative information elite by sharing knowledge.

EVALUATION AND RECOMMENDATION: We must judge interpretations that per-
ceive the information elite as members of a new ruling class, with class society
phraseology, as opposed to the uninformed oppressed, to be incorrect. The words
‘info-rich’ and ‘info-poor’ cover this difference fully. However, we see no problem
if someone uses ‘information aristocracy’ instead of ‘information elite’.
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Information empire

~ a business or political force that keeps definitive information trans-
fer channels, media, or data stocks in single control and manage-
ment, and through this, acquires remarkable influence.

Expressions used with the same, or very similar, meaning: information power
Expressions from related concepts: information factory, information richness,
information superiority

Which category? Although the phrase primarily appears in political science and
internet sociology texts, it is not a scientific term, but a stylistic expression used
for phenomena that may also be identified in other ways.

The phrase in the language system rolls over more and more things with its
meaning unchanged — signalling that changes occurring in reality are confirming
the validity of this conceptual innovation.

After the great press empires formed in the first half of the 20th century (Hart,
1981), telephone, radio, and television all suffered the same fate. Their independ-
ent workshops banded together into bigger and bigger conglomerates (PLCs, car-
tels, ad hoc alliances, monopolies) because of business and cost efficiency reasons,
and information empires were the company empires working in the information
business.

From the second half of the 90s, the newly opening world of the Internet was
referred to as the information empire, primarily because of its huge size and
diversity, and not because of the dimension of control. This held true until a pow-
erful essay by Mark Poster pointed out that in the time since the dissolution of
the Soviet Union (and after 9/11), the United States itself has become an informa-
tion empire (Poster, 2004). This interpretation remained the dominant one until
generational companies with a disturbing concentration of information started to
appear on the Internet (that had, in its ‘golden age’, been not-for-profit and open
access): Microsoft, then Apple, later Google, and most recently, Facebook evoke
the image of a more and more threatening information empire. The source of fear
is that information superiority can easily turn into observation, hindering freedom
of expression, and states of dominance may stop engineering innovation.

These deductions are from the successful book of Tim Wu, professor at Co-
lumbia University, written about information empires (Wu, 2010). The rise and
fall of the great American information empires of the 20th century (the telephone-
monopoly, cable TV, or Hollywood’s entertainment industry) offer a range of
examples and analogies as to how the key medium of the present, the Internet can
become prey to business and political traps. There is no doubt that many charac-
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teristics of an empire are plain to see; luckily, the counterbalances that may be
able to stop unwanted scenarios also exist.

EVALUATION AND RECOMMENDATION: The dynamics of reality and the develop-
ment of meaning points to the direction of an increase in the use of the concept.
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Information engineer

~ an expert performing the high-level engineering tasks of the func-
tion and use-sensitive planning, analysing, designing, and implemen-
tation of information applications.

Expressions used with the same, or very similar, meaning: database designer,
data wizard

Antonym(s): information technologist

Expressions from related concepts: information architecture, information ex-
pert, computer scientist, information logistics expert

Which category? An information science and IT term for a recently identified
type of knowledge.

The phrase in the language system has not really escaped the world of higher
and adult education, although it appears in more and more job advertisements.

The ‘father’ of the concept is Australian Clive Finkelstein, who, in five years
(between 1976 and 1981) made the world accept that a mediating expertise is
necessary between strategic business design and information systems. He called
this information engineering.

The world of business (especially the financial sector, a leader in the use of
new IT solution) felt more and more that those who know business information
needs cannot plan to exploit the choices offered by the ICT toolkit, while IT ex-
perts (hardware, software, and system experts and operators) are not capable of
planning solutions knowing the value and necessity of sector specific information.

Thus as architects perform their work with bridges and buildings, mechanical
engineers, with mechanical constructs, and electrical engineers, with electronic
instruments; in this analogy, new generation specialists can be expected to be able
to plan, construct, test, and implement information systems considering business
and technology viewpoints. It is no accident that a sub-class of information en-
gineers responsible for the high-level editing of websites received the name ‘in-
formation architect’. And neither is that most information engineering challenges
are transmitted by the world of Big Data: the tasks of the way, processing points,
storage, search, and making them applicable for high level knowledge operations
that retrieves information of the massive amounts of information.

In advanced education, the information engineering and the (even more com-
prehensive) information systems engineering knowledge fields are differentiated.
(Majors from 2009 onwards at the Babes-Bolyai University in Transylvania.)

One must see the place of information engineers in the interconnected world
of information experts. Compared to (information)technicians who build, oper-
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ate, and maintain the systems where information is transmitted and processed,
information engineers design sets, structures, and processes. However, they do
not need to understand the world of information phenomena as deeply as infor-
mation researcher in order to achieve this. The three tasks may mix, but there are
basic differences in their natures.

We must add that information engineering in the above sense had existed
way before the digital revolution, with more primitive information tools. The ef-
ficient and professional mapping of massive masses of data, invention of graphs
or accountancy systems, the appropriate handling of astronomical data — or even
the creation of a classification system or the periodic table — are all information
engineering feats.

EVALUATION AND RECOMMENDATION: Although the appreciation of the expres-
sion is expected because of the ever-growing worlds of data, so many rival con-
cepts have been and will be created that its fate is hard to foretell. Its use in the
above sense is highly recommended.

References:
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Information enthusiast

~ an addict of the positive passion that drives behaviour towards joy
derived from information activities.

Expressions used with the same, or very similar, meaning: information junkie,
information hoarder, information religion, data lover, infoholic

Antonym(s): information Luddite, information avoidance, information blindness,
information diet, infovegetarian

Expressions from related concepts: information omnivore, information Nir-
vana, information hunting, infogasm

Which category? A term usually used as a witty and self-deprecating self-de-
scription.

The phrase in the language system is well diffused, its occurrences are occa-
sional and intended to be witty

A product of the world of short, spirited, attention-drawing self-evaluations and
short profile description, in which those who insert it among their personal data
shared with the world wish to refer to the strong desire to navigate in the infor-
mation ocean and make themselves seem interesting. No exaggeration: a popular
business social media site has its statistics on this, as well. Therefore the number
of profiles of information enthusiasts is accurately known, as is the one they con-
sider the biggest information enthusiast (LinkedIn, 2016).

And who frequent Mr. Shaggy’s Library and Information Enthusiast Club at
an international school in Malaysia (Fairview, 2016)? The students who are the
most open to shared research experiences.

All this considered, internet enthusiasm is not a result of the Internet age. Nu-
merous historians call devoted experts from the first decades of the 20th century
who did a lot to create early information collections in their libraries ‘information
enthusiasts’.

EVALUATION AND RECOMMENDATION: Information enthusiast is a kind, slightly
positive feeling and sounding term in the sea of alienating, negative expressions.
We trust that its use will diffuse further and become more popular in other lan-
guages, as well.
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Information entrepreneur, infopreneur

~ a business operator who trades in information products and ser-
vices.

Expressions used with the same, or very similar, meaning: cyber entrepreneur
Expressions from related concepts: information economy, information goods,
information supply, information market(place)

Which category? Although the term is more than 30 years old, today, it is a
popular term of network jargon.

The phrase in the language system is popular in its shorter form in English, and
the long form in other languages.

The short version of the portmanteau word created from ‘information’ and ‘en-
trepreneur’, infopreneur was trademarked in the United States in early 1984, and,
still years before the Internet explosion, a comprehensive book had been published
on how new information products and services could and should be marketed in
a cutting edge way using telephones, computers, and credit cards (Weitzen and
Genda, 1991).

Information business on the Internet changed many things suddenly. As hav-
ing even a website or a blog became enough to enter the market, starting a busi-
ness became infinitely easy, and company law formalities were only required after
a certain point, a certain level of turnover, decreasing not only the needed capital,
but the level of risk, as well. Because of the on-line environment, spatial deter-
minedness has disappeared (an infopreneur can live anywhere and work on their
virtual shop from anywhere). Sub-tasks (development, production, marketing,
dissemination, transaction and payment management, customer relations) that,
in a traditional business space, would have required a specialist or an investment
became easily doable. Numerous new gainful activities came to be that had not
existed before. Ever since the biggest on-line platforms pay for creating content by
the number of visitors, thousands of specialised experts have appeared: creators
of videos, music, and educational content.

After a while, market advisers, investors, and government industry policies
started to see the value in developing the innovation ecosystem that aids the crea-
tion of information enterprises and empowering young people to start independ-
ent businesses, practically with no initial capital. Numerous training and educa-
tional programmes have started at universities, and in 2004, the Infopreneurship
Journal was launched — in Iran.

The on-line success of info-businesses also caused that the significance of
information enterprises was portrayed as a quality only for the on-line environ-
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ment in business guidebooks and definitions. Although — as Lahm and Stowe
(2010) underline — we have seen limitless examples in the pre-internet, computer-
telephone era, and even before, in the predigital world (for example, in early forms
of information selling, using the post and letters as its medium the United States
of the 1940s).

EVALUATION AND RECOMMENDATION: Information entrepreneur is a ‘two-level’
term: it means both that one enters the market with information goods and ser-
vices, and also that all this is made possible by an exceptionally beneficial busi-
ness environment, the information world wide web and electronic trade. If the
use of the word refers to this duality, the expression may stably stay as part of the
vocabulary for a long time.
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Information erudition

~ the high-level sensitivity and awareness in the world of informa-
tion culture that grows step-by-step at the actualisation of the abili-
ties and skills that make up information literacy. The amendment of
traditional sectors of education with the consumption and creation
of digitally born and digitally accessible content.

Expressions used with the same, or very similar, meaning: information lit-
eracy, information competences, information proficiency

Antonym(s): information illiteracy

Expressions from related concepts: information culture

Which category? A term used in different meanings in discourses on informa-
tion culture.

The phrase in the language system is often used as a synonym of information
literacy.

Since 2003, librarian and pedagogue authors in the literature have often translated
this skill set, previously called information literacy, as "information erudition’. We
had separated literacy, writing, and erudition before, as well. This latter one is
used in two senses: as a personal cultural characteristic (when we call the unique
complex of attained knowledge and skills that also affects one’s behaviour one’s
unique erudition), and as a descriptive term of cultural science, where it is con-
sidered the entirety of cultural phenomena of an era of cultural history.

The difference between literacy and erudition is well demonstrated by the dif-
ference between the ability of writing and the high-level textual content created
by literacy.

Or the difference between the ability to read and higher-level knowledge (liter-
ary erudition — this is where erudition comes from for the English version of the
term). This is also the relationship between information erudition and information
literacy. Information literacy means a standardisable ability to perform opera-
tions, while the concept of information erudition covers well-informedness, a
personalised, autonomous order of information culture content, and the resulting
critical potential. A reflection on digital culture itself. The ability to adopt a stance
in the ‘hot’ issues of digital culture.

EVALUATION AND RECOMMENDATION: We suggest the use of information erudi-

tion in the sense of ‘high-level, personal cultural quality built upon information
literacy’. It is not to be confused with information culture, which is the complex,
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comprehensive environment, in which we may follow the unique processes of
growth and change of information eruditions. Where literacy and erudition are
used in the same meaning, this differentiation is not necessary.
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Information exchange

~ in its most generalised (anthropological) meaning, it means shar-
ing intellectual content with another party or parties, but today, it is
mostly used in IT as a term that simply implies bi-directional data
transfer.

Expressions used with the same, or very similar, meaning: communication,
information community

Antonym(s): information quarantine

Expressions from related concepts: signal transfer, meaning sharing

Which category? In its original form, a theoretical-descriptive term, in its modi-
fied meaning, an IT term that sees much everyday use because of its practical
content.

The phrase in the language system is very well diffused.

The original meaning of information exchange is primarily important for re-
searchers of information behaviour who want to learn about the structural changes
that information sharing leads to in the basic information relationships of com-
munities. Fast information exchange typically has a coordination function, it aids
the coordination of actions (thus action efficiency is a measure of the success of
information exchange). The end result of routine information exchange is that
those who exchange their own information both increase their own stock of in-
formation and possess more shared content; this reinforces group cohesion. In
diplomacy history, it is typically important because of the coordination function,
in learning theory, it is used in the measurement of learning efficiency.
However, 99 times out of 100 occurrences of information exchange, it refers to
machine information exchange: the computer-mediated communication of people
(CMC), or data communication between machines. Mutuality here means only
that information can theoretically flow in both directions on the electronic chan-
nels, but the phrase information exchange is used even when it only happens in
one direction. The moment of ‘exchange’ does not recall past reciprocity: in fact,
it means a changeover as a result of the physical movement of data packages.
The method and quality of information exchange is definitive in the operation
and performance of every networked system, but it has the most at stake in giant
organisations that handle huge amounts of data in real time. (Airlines, posts, traf-
fic control etc.) The sensitive question of how much can, should, and is worth it to
be automatized, which points of the information flow require human intervention
and interpretation, and how and why should the flow pattern be centralised or

decentralised. How much redundancy is justifiable.
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EVALUATION AND RECOMMENDATION: Information exchange in a computer en-
vironment is really signal transfer, but the signals generally represent pieces of
information. Thus its metonymic use is not problematic.
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Information explosion

~ the sudden, systemic growth of the amount of information that
makes navigation between pieces of information impossible and
causes a crisis in traditional storage and processing systems.

Expressions used with the same, or very similar, meaning: information deluge,
information overload. information glut, too much information

Antonym(s): information implosion

Expressions from related concepts: information revolution, information society
Which category? Although this well-known metaphor is widely used in more or
less the same sense, it is not a technical term: it may be part of numerous modali-
ties without having to define its exact scope.

The phrase in the language system is firmly embedded, it will endure in the
long term.

Although 90% of the literature connects the births of the topic to Alvin Toffler’s
book Future Shock, it had happened decades before. Major dictionaries had long
considered two 1964 articles to be its first occurrence, but according to our current
knowledge, it was first used in April 1961 by two independent sources: a biology
researcher (at a conference presentation) and an IMB advertisement (in its ap-
pendix), and it had first occurred in the language of the press in 1941.

It was no doubt popularised by Toffler’s book, immediately narrowing the
meaning down to its negative message: the pain and suffering that the result of
the information explosion, information overload would cause people. And as the
computer-electronic revolution of the 70s-80s, the network revolution of the 90s,
and the mobile revolution of the Noughties brought new ‘waves of explosions’
with themselves, predictions and reality keep on getting mixed together. Those for
whom the incredibly fast, measurable growth of information emission, storage,
transmission, and computing power meant the realisation of the prediction started
to present Toffler’s possible scenario as real. However, numbers, by themselves,
are neutral in value. The basic question is whether processing systems can follow
the explosive growth of the number of pieces of information to organise, search,
and utilise. And despite some minor operational errors, no social subsystems pro-
duced signs of crisis because of their incapacity against the information explosion.

The distortion of moral panic was not balanced by the increasing number
of dissertations and studies published from the 90s onwards that called earlier
eras of social history the information explosion: book printing, the Carolingian
Renaissance, or Hellenism. (Proving that challenges resulting from the quantity
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of information have been overcome innumerable times in a creative, forward-
thinking, culturally dynamic way:.)

EVALUATION AND RECOMMENDATION: As the growth of the amount of informa-
tion still seems exponential, the concept will likely stay in use for a long time. In
discussions, one should strive to keep its use neutral and objective, so that it can
stay away from the negative base interpretations of information overload.
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Information extraction

~ the identification and collection of entries from unstructured texts
and documents that contain information and data relevant to the
given task.

Expressions used with the same, or very similar, meaning: information search,
information collection

Expressions from related concepts: discovery, data mining, text mining, content
analysis

Which category? Technical term

The phrase in the language system is, for now, is only used by a narrow range
of experts

The origins of the concept may be traced back to the 1970s, when two American
linguists, John Grinder and Richard Bandler, laid down the principles of neuro-
linguistic programming (NLP). This controversial, but popular scientific school,
attempts to construct the most efficient personalised communications techniques
by a thorough examination of language use. In order to reach this goal, they
started to rely on text mining, and, as a special case of that, information extrac-
tion, to use it in any profession that requires a high sensitivity to communication
(politics, education, business, etc).

Information extraction in documents does not only serve the definition and lo-
calisation of relevant pieces of information, but also allows the collection of entire
parts of texts with precise, narrow, preset search criteria, i.e. it creates structured
information from unstructured information. Performing this work may be nec-
essary in any area of life. Typical examples include news clipping and monitor-
ing services, finding relevant information in programming log files, or medical
document analysis. Its typical sub-tasks include recognising various elements of
names (proper nouns, names of measurement units, etc.), that information seek-
ing systems can allocate relations to, i.e. they can create a connection between
the concerned actors (and the relevant events, concepts). These may include the
identification of a product and its price, or a buyer and the name of the purchased
product.

Text mining researchers pay special attention to information mining, as cur-
rently, that requires a huge amount of manpower, therefore with its full automa-
tization, considerable time, work, and money could be saved. In the last couple
of years, there were a number of successful attempts: the website ‘Zoominfo’
collects data on people, while FlipDog is an on-line job portal.
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In recent years, the development of open information extraction has been more
and more prominent; this aims to make performing successful operations not only
in the tame gardens of databases, but in the infinite data jungle of the Internet, as
well, a possibility.

EVALUATION AND RECOMMENDATION: The concept is a successfully created
word. As valuable ores can be extracted from a large mass with various tech-
niques, large, chaotic text masses can be turned into utilisable and organised
information. Regardless of the changes and expansion of the background systems
that can be used to extract information with more and more automatized methods,
the expression itself will likely say durable and stable.

References:

Califf, M. E. — Mooney, R. J.: Relational Learning of Pattern-Match Rules for Information Extrac-
tion. Department of Computer Sciences.

Piskorski, J. — Yangarber, R. (2013): Information Extraction: Past, Present and Future. In: Poibeau,T.
(ed): Multi-source, Multilingual Information Extraction and Summarization, Springer Berlin
Heidelberg, Berlin, 23—49.

Banko, M. et al. (2009): Open Information Extraction from the Web. Department of Computer
Science and Engineering, University of Washington, Seattle.

Back to
Contents



K

Information famine

~ the state and sensation of regions and communities suffering from
a lack of information, information drawbacks, or an obsolete infor-
mation infrastructure.

Expressions used with the same, or very similar, meaning: information defi-
ciency, information deficit, information drought, information hunger
Antonym(s): information glut

Expressions from related concepts: information richness, information poverty
Which category? A term with a strong emotional plus compared to dry descrip-
tive terms, balancing between everyday use and the public vocabulary.

The phrase in the language system keeps up its under-representation.

In the 1950s, exclusion from the globalising, more and more technology-based
systems of information that is associated with economic-social disparities, but
also added to their severity caused more and more problems for developing coun-
tries.

The term ‘information famine’ was created in 1957 to articulate this feel-
ing by UNESCO to draw attention to the increasing rift between developed and
information-poor, underdeveloped — primarily third-world — countries. As a result
of this realisation, a new series of measures were implemented starting in the
mid-70s in order to create a “New World Information and Communication Order”
under the UNESCO flag (MacBride report, 1980). Concerned scientists and media
policy makers keep on continuing their discussions, in the esteemed setting of the
MacBride Roundtable.

In the following decades, UN, UNESCO, and other development organisa-
tions have made diverse attempts to help underdeveloped countries in building
the bases of their information and knowledge infrastructures, opening doors to
mass studying, literacy, and later (in the age of computers and the Internet), mass
information literacy. However, despite all their efforts, the rift grows ever wider
because of the increasing difference in development, the speed of technological
change, and the difficulties of cultural adaptation. This information famine has
not changed in the last half decade, Africa is still in the most difficult situation,
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which is seen as one of the greatest obstacles of setting of economic growth and
eliminating poverty (Tise, 2009).

In parallel, the concept of information famine, born out of the field of politics
and communication theory, has been expanded to include a more comprehensive
space. Colby (2008) recalls the rift between the number of scientific results and
the possibility of involving them into preparing political decisions. Policy-makers
want easily interpretable and immediately accessible results from science that can
be easily translated to their own problems. Regardless of the supply being obvious
on the production side, they lack usable information. And from here, the choir of
info-sceptics (most recently Seife, 2014) who shape the doubtless presence of un-
certain, baseless, misleading pieces of information in the information ecosystem
into a decisive civilizational challenge is only a step away. Envisioning a cultural
Apocalypse, they believe that in the middle of an apparent information glut, we
thirst for real information that we cannot reach. When they want to present this
Tantalean, distorted image in an even more scientific way, they create the Mal-
thusian law of information famine, e.g. Seife: “information grows exponentially,
but useful information grows only linearly”.

Disregarding the obtrusive question of how they measure the ratio of useful in-
formation in this information flood, the typical characteristics, tricky techniques,
and para-scientific apparatus of the literature of moral panic.

EVALUATION AND RECOMMENDATION: The original meaning of the ‘informa-
tion famine’ concept will stay relevant until the information scissors between the
groups close. And we can laugh at the lazy prophets of an information famine that
endangers the entirety of humanity.
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Information fatigue

~a medical-psychological term created as an analogy of chronic fa-
tigue syndrome (CFS), to name Information Fatigue Syndrome (IF'S)
caused by the massive amount of hard-to-process information in a
more easily recognizable way.

Expressions used with the same, or very similar, meaning: information over-
load, information stress, information asphyxiation, information strain
Antonym(s): information eating, information hoarding

Expressions from related concepts: information pathologies, information obe-
sity

Which category? Its representatives would like to have it seen as a scientific
term, but in fact, the expression is a failed attempt at an under-researched and
misunderstood everyday type of information situation.

The phrase in the language system is meaningful only to representatives of
certain subcultures, and in more comprehensive arguments, referring to the sci-
entifically proven status of information fatigue that, by now, has become an urban
legend.

Reuters asked 1300 CEOs and employees in 1996 about the personal conse-
quences of information overload that they experience, and how they relate to
their information environment that is getting harder to handle because of the new
technological opportunities and the growing amount of business communication.
The report, fittingly titled “Dying for Information?” quickly gained notoriety, as
the results were echoed by the media as a distress call. Two-thirds of interviewees
claimed that stress resulting from too much information made them anxious and
dissatisfied, and also harmed their personal relationships.

43% said that they had to postpone important decisions because of the over-
load.

47% felt that the attention paid to information collection took energy away
from their basic tasks, and 61% that they had to reduce their social activity.

Finally, one-third (!) claimed that they had developed health problem because
of the information overload, and 60% claimed that they were too tired for their
recreational activities because of the information overload.

A researcher in the study, British psychologist David Lewis felt that it was
time to create a medical diagnosis: Information Fatigue Syndrome. At first glance,
there seems to be much similarity between the symptoms of Chronic Fatigue
Syndrome (muscular and joint pain, often severe mental and physical fatigue, de-
pression, digestive issues, weak immune responses) and the results of information
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overload (constant tiredness, mental problems, irritability, feelings of helpless-
ness, physical pain). And even though Lewis only talked about the new illness
as a suggestion, to be maybe utilised by clinical practice. However, the concept
escaped its original area of validity, and started to roam the channels of public
discourse along with the myth of information overload. It has been deforming
discourses on the relationship of man and information environment ever since.

The original Reuters study was full of methodological errors, but Lewis also
added many of his own. Lewis’s concept of “information stress” is meaningless,
as every stress situation is actuated through information processes (sensing, as-
signing meaning, processing, finding a response), and the feelings of stress and
tiredness in the responders may be traced back not to “too much information”, but
to badly designed corporate processes. Too much information is not a prerequisite
of the creation of a stress situation at all, one good example is having to make a
decision with important consequences. In other cases, the stress factor is just the
opposite: the lack of available information.

The biggest issue with the theory of information fatigue is that it presents spe-
cial cases as universal ones. There are a number of special job titles where special
deformations resulting from the encounter of the human psyche and information
processes should be examined: stock brokers, computer operators (Bodrov, 2000),
air traffic controllers, and lawyers, along with politicians who suffer because of
the moral compromises they made. Moreover, attention deficit had had a clini-
cal classification long before Lewis’s conceptual innovation (Attention Deficit
Disorder, ADD), with well-known symptoms: forgetfulness, losing things, lack
of concentration, making small mistakes, hyperactivity, etc) — however, this does
not result from a special information environment, but partially from medical-
genetic, and partially, from socio-cultural causes.

EVALUATION AND RECOMMENDATION: As the approach that gives the expression
its meaning is very problematic, we hope it will disappear as soon as possible.
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Information feudalism

~ an unjust and inefficient social system in which the right to infor-
mation access, promotion, or use depends on money, ancestry, and/
or power.

Expressions used with the same, or very similar, meaning: information mo-
nopoly

Antonym(s): open access, open data, free information

Expressions from related concepts: the patent system, intellectual property
Which category? An uniquely created word that did not manage to become a
technical term.

The phrase in the language system is unknown, the only reference is the book
with the phrase in its title.

Peter Drahos, Australian researcher of the patent system and intellectual property
rights in global and native people’s contexts, in a 1995 article, foresaw a depress-
ing picture of the future of a society in which, by 2015, information becomes a
tool of power, and where its fate — who can access it, who can use it — is decided
by a handful of people. He named this system information feudalism.

Information feudalism is an economically inefficient, ownership-based society
that does not consider innovation and knowledge transfer from the viewpoint of
public interest. It allows the cultural heritage that is the shared treasure of human-
ity to concentrate in the hands of the few, based on ancestry or wealth. Much like
historical feudalism, this system also empowers a small range of privileged people
(citizens or corporations), as opposed to associations or organisations that come
together for shared goals.

According to Drahos, the most unacceptable about this is that the operation
of information feudalism thus imagined is contrary to the basic idea of informa-
tion society, intellectual freedom, free access to information, and information
equality.

Seven years later, along with a co-author, he named his information utopia
“Information feudalism” and published it, arguing that reality had become closer
to his vision. Their goal was to draw attention to processes that had started and
that lead to the conclusion that, unless change happens soon, information feudal-
ism may indeed become a definitive system, that may only be stopped if we joined
forces. Thus the main task of nation states is to ensure information freedom with
legal means, as soon as possible.

Interestingly, in the 20 years that passed since the publication of the first ar-
ticle, changes have happened that appear to reinforce Drahos’s information feu-
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dalism idea (scientific publications cannot escape subscription-based publisher
domains, the bastions of intellectual property rights are still holding strong).

Yet, in parallel, numerous emancipatory channels have opened up, giving in-
formation access a new magnitude. Reality became more complex and controver-
sial; it cannot be described by a smartly invented phrase.

EVALUATION AND RECOMMENDATION: Drahos himself intended the expression
as a ‘suggestive metaphor’, and did not want people to think about the mediaeval
age. Feudalism, however, permits no other interpretation, therefore this was not a
great choice. Moreover, the explanatory value of the expression is decreasing, it
will soon be mentioned only in historical overviews.
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Information filtering

~ an interposed activity that results in only valuable, interesting, use-
ful, or pre-ordered information getting to users.

Expressions used with the same, or very similar, meaning: content filtering,
Web filtering, data scrubbing

Antonym(s): infodump

Expressions from related concepts: information processing, information opera-
tion, decision-making support

Which category? A technical term imported from library and general informa-
tion science into the vocabulary of experts on network systems.

The phrase in the language system is only present in a narrow professional com-
munity as a strong term. It is also often used in everyday situations in the sense
of ‘selecting’ information.

Information filtering systems had already been popular in early network com-
munities in the early 80s (Denning, 1982), but they only got a central role (and
a place in every IT dictionary) when Internet use became a mass phenomenon.

The basic mission of information filtering is to make access to data that would
otherwise be lost in the bloated information sets easier for users. As every user
has their unique interest, information filtering systems adapt to needs based on
user feedback and work in a personalised way (often as systems of suggestions).
They typically focus on the long term information needs of users in analysing the
dynamically shifting information flow.

Information filtering systems are made up of two units: the filtering agent and
the user profile. The filtering agent works as an interface that connects the user to
the documenting system. It filters irrelevant content from the incoming data set,
and only transmits valuable documents to the user.

In time, the filtering systems gets more efficient as it learns the user’s needs
more accurately. The user profile contains the owner’s interests, needs, goals,
and behaviour, and sends constant feedback to the system. The quality of the
user profile has a great role in creating a filtering mechanism that is as efficient
as possible, as the system processes incoming information based on the settings
received from it.

User profiles can be divided into two categories: static and dynamic profiles.

The static profile is built based on data provided by the user (age, gender,
occupation). The dynamic profile is built from the user’s activity (geographical
location, occupations, browsing habits).
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There are two approaches to information filtering: content-based and collabo-
rative filtering. Content-based filtering systems select search results based on
connections between the data content and the user’s needs. Collaborative filter-
ing systems work by comparing preferences of users with similar interests. (Lists
of collaborative information filtering systems generally start with Xerox’s 1992
experimental mailing system, Tapestry.)

These days, collaborative filtering is employed by Amazon.com and e-Bay,
where users receive new product recommendations based on their earlier pur-
chases. There are also hybrid filtering systems that unify content-based and col-
laborative methods. For example, at Yahoo, documents are evaluated by people,
and they enter the classified information into the database.

Information filtering systems may be used to select various types of informa-
tion (articles, e-mails, music and movies, news, pictures). The simplest and most
common filtering methods are grouping (news groups, mailing lists, forums).

EVALUATION AND RECOMMENDATION: The professional meaning that is strong
and contains many important modalities and the everyday interpretation can co-
exist peacefully, their parallel existences do not lead to a disturbance.
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Information float

~ the time an information package takes to get from sender to recipi-
ent. Float also means the state when information is on its way.

Expressions used with the same, or very similar, meaning: information delay
Antonym(s): immediacy, real-time data transmission

Expressions from related concepts: information transfer, information diffusion,
information diffusion time

Which category? An expression imported from the dictionary of project manage-
ment and logistics into information sciences, for professional use.

The phrase in the language system is used in a very homogeneous manner,
various organisations use it in the same sense.

In a media environment it means the time that elapses between acquiring infor-
mation and getting it on screen. For companies: the time that elapses between
acquiring information and getting it to the employees. At a printing company:
the time interval from handing in a publication to its shipping to the place de-
cided by the client. In a laboratory: the time that elapses between the creation of
test data and its medical evaluation (Friedman, 1994). In the military, the speed
of transferring messages between different levels (down: giving and receiving
orders, up: intelligence reports, reconnaissance data, position signals, etc.). In IT:
the moment when information, as a signal, is travelling between two systems (or
is temporarily not assigned to either).

In project management, the time requirement of transmission may be planned,
and as such, it is considered reserve time that does not endanger the scheduling
of the relevant processes.

In the engineering sense, every lead time is a delay, as the moment of arrival
does not immediately follow the moment of departure. Practically, only float times
that arrive later than necessary or than planned are considered delays. Float often
is merely the result of a learned practice or habit, therefore one catchword that
often drives organisation screening is: Reduce the information float!

The science history of information transfer is also the history of decreasing
float time. When President Lincoln was shot, Americans learned about it quickly,
as the news were telegraphed all over the country — but in Britain, they only
learned about it after five days, as there was no telegraph connection across the
ocean yet. Nowadays, a radical decrease of float is not only important in the news
market, but also in the market of financial transactions: even tenths of seconds
may be very important there.
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EVALUATION AND RECOMMENDATION: The concept is usually paraphrased, its
professional use is rare.
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Information flow

~ a part of the information life cycle that may be sensed by the outside
world, when it is constantly on the way in the transmission process.

Expressions used with the same, or very similar, meaning: information trans-
fer, information diffusion

Antonym(s): information black hole

Expressions from related concepts: information lead time, information com-
munities, information needs

Which category? The phrase was, for a long time, used in its everyday sense in
scientific discourses, and its introduction as a term was not successful in informa-
tion science, still, it is used in a number of fields.

The phrase in the language system is very well diffused and popular, its profes-
sional and everyday uses overlap completely.

It seems impossible to tell when the expression ‘information flow’ was first used;
the Oxford English Dictionary claims the first occurrence was in 1942. The infor-
mation science of the Fifties only used it, but did not reflect on it.

Everett M. Rogers used it as a scientific term, attempting to follow and model
the diffusion of information (Rogers, 1962), recognising that, in the end, infor-
mation content is only an information set. Rogers was interested in the personal
relationship space of transfer, but in the end, he felt ‘low’ was insufficient, and
used ‘diffusion’ in its place. He meant the extra content that includes not only
movement, that is the natural state of information, and includes its multiplication
in its movement.

Exchanging statements between two or more people, inside or outside an or-
ganisation, may all be described as information flow. Between ancient and con-
temporary states, or even in the Hungarian system of outposts, in the wars against
the Turks. Behind every use is the recognition that the path of information flow,
with its relationships, draws the network that has members that, as they affect
each other, may be considered members of a larger system (Dretske, 1981, Pérez-
Montoro, 2007). When we talk about the barriers of information flow, we are
actually interested in what can the information reproduction of this larger system
more difficult.

When it is important (especially inside large organisations and information
systems), information flow is also modelled, typically on an information flow
diagram (IFD). This makes optimising information flow and increasing its safety
easier.
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Molecular biology uses the expression frequently as a technical term, dis-
cussing the dedicated directions of information flow between DNA, RNA, and
proteins.

Financial researchers have also discovered that along with money flow and
financial instrument flow, information also flows.

EVALUATION AND RECOMMENDATION: It is a mature, well used expression, that
gains its strength from the plastic, easy-to-comprehend image association of flow-
ing water, or the flow of blood. For this reason, the metaphor may occasionally
go further, for example in complex, multi-level systems, such as early warning
systems. Here, information first flows upstream, until we get from noticing danger
to the moment of decision-making and the choice of action, then it goes down-
stream, until the emergency signal arrives to those in danger through a number
of channels (Lendholt and Hammitzsch, 2011). Anatomically, it is very similar
to the brain regulating information flow in visual recognition (Van Essen, 2005).

Flow and diffusion are occasionally synonyms, but we should consider the
difference between the two, and occasionally emphasize it.
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Information fog

~ the sensory, comprehensive, and orientation uncertainty caused by
the contourless, impenetrable mass of information.

Expressions used with the same, or very similar, meaning: information jungle,
information maze

Antonym(s): information resource

Expressions from related concepts: information pollution, information over-
load, information glut, information explosion

Which category? A stylistic, everyday expression.

The phrase in the language system has not diffused, its rivals are more popular.

Faced with a large volume of seemingly disorganised information, it is hard to
decide where to start searching, which direction to take, which practices can be
useful for avoiding information traps, and how we can cut corners to get to the
desired data in the shortest way possible. Information fog behaves like the real
one: it makes navigation all but impossible.

As the concept was not born as a technical term, and has many independent
occurrences, it is hard to tell who and when first wrote it down in this sense.
Certainly, after the detonation of the Internet, around the millennium, it became
one of the often used expression, especially thanks to the (often re-issued) book
of William B. Badke that attempts to aid navigation in the information fog using
the weapon of humour.

The book is a basic guide, it primarily contains useful advice for amateur re-
searchers and university students introducing the phases of the areas of research
planning, source selection, and information seeking. He writes about how a topic
can be narrowed down, how a clear draft can be made, where one should search
in the wide scale of databases, including library catalogues and magazine reposi-
tories, and how metadata can be well used.

According to Badke, navigation in the information fog may be learned, only
the proper preparedness and strategy are required.

EVALUATION AND RECOMMENDATION: By calling something foggy in the mar-
vellous world of linguistic communication, we mean that it is uncertain, may be
interpreted in multiple ways, blurred, unclear, and offers little help for the un-
ambiguous identification of meanings that aim to serve as communal. However,
information fog is not connected to this world of meaning, and as other expres-
sions with stronger image content better express the feeling of being lost or the
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difficulty of navigation, we expect the expression that is not too popular to start
with to fade from use.
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Information footstep

~ an index used to measure the development of an information soci-
ety: the unique combination of results in certain statistical data fields
for the given area (country, region).

Expressions used with the same, or very similar, meaning: information devel-
opment measurement

Expressions from related concepts: readiness measurement

Which category? A social science term for a well-defined, complex indicator.
The phrase in the language system is present, but only in scientific communities
of development measurement experts. Outside this, uncertainties of meaning and
interpretation occur.

Ecological footprint became a popular term in the early 90s. It answered how the
resource use of countries, company types, or even private citizens may have a
part in unbalancing of the ecological balance.

Information society measurement, that got its start around the same time,
could be influenced by the very popular ‘footstep’ part, as the model that uncov-
ered the organisational proportions of the most important indexes of development
(the well diffuseness and quality of information infrastructure, education, the
ratio of content consumption, the quality of experience and abilities) was named
the ‘information footstep’. Percentages describe how far a country got. Where is
it doing well, where is it lagging behind, and what individual characteristics does
the structure of the various indexes demonstrate.

Hungarian researchers started to use it for smaller units, regions, creating the
methodology of measuring the regional information footstep, primarily looking
to answer how regional inequalities may be better mapped. Unfortunately, this
clear and narrow meaning is loosened by the fact that information footstep is oc-
casionally used instead of the very well diffused ‘digital footstep’ that reflects the
data mass resulting from the on-line activity of the various users. Although the
context clarifies it, so it does not disturb interpretation and understanding, on the
long run, the meaning should be cleared up.

Interestingly, much like ‘information board’, information footstep also has
another use, very different from the above one: it is one of the names given to
foot-shaped stickers that demonstrate the correct path.

EVALUATION AND RECOMMENDATION: Other than the (improving, differentiat-

ing) professional use, alternative uses and interpretations cause some uncertainty.
Other than mentioning this, we have no reason for a firmer intervention.
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Information foraging

~ more and more, not only information experts, but the average us-
ers of our age are considered information consumers whose basic
behaviour includes constantly searching for information in their en-
vironments — similarly to the way animals’ everyday lives are defined
by the drive of foraging.

Expressions used with the same, or very similar, meaning: information hunger,
information search, information hunt

Expressions from related concepts: information addiction, information environ-
ment, information metabolism, information behaviour

Which category? An information science conceptual experiment to describe one
of the basic forms of information behaviour.

The phrase in the language system did not diffuse outside the narrow profes-
sional community despite its ingenious nature.

In the literature of anthropology, foraging had originally been the last part of the
fishing-hunting-gathering triad, later, it became an umbrella term for all three
natural modes of gathering food. (This was made easier by the fact that the same
word became widely used to describe animals’ search for food.)

Exploration of the strategic elements of foraging started in the 70s, when the
conceptual weaponry of cost-benefit analysis was first used for a behaviour that
had been considered well known. For example, a lion could benefit enormously
from capturing a grown bison, but it would cost too much energy. Choosing one
or two young bison is a better strategy, even though the benefit is smaller, the
energy to invest is also considerably less. Similarly, routine changes that explain
why and how animals move on to new hunting grounds once they have exploited
the goods of their previous areas become comprehensible.

And as these mechanisms seem to work the same way in the human brain and
as cultural code, in early communities, as well, the techniques of information
searching and collecting could be approached through the analogies of foraging.

As Pirolli and Card first described in the mid-90s, information-seeking people
follow the same strategies as animals. The benefit is the necessary information,
and the cost is the time of the search. As soon as cost supersedes the remaining
benefit, they immediately go on to a new Website or database. However, it is not
laziness, as some assume, behind the ‘maximal benefit — minimal effort’ logic,
but the more important and better recognised value of the user lifetime.

The analogies of food and information hunting are very fertile. The source
of food is the place where we may find the desired information. The informa-
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tion trace or information trail is found at the same time and space as the desired
target, and information hunters are instinctually led in the right direction by the
information scent. The cost-benefit analysis and the subsequent decision is often
not even conscious.

As users must utilise creative solutions as well as the easily learned base strate-
gies depending on the time spent searching, the time needed for information for-
aging is often shortened, the results measured in the increased power of learning
and navigation.

EVALUATION AND RECOMMENDATION: A technical term built on a fertile and
exciting analogy was born, that fits the conceptual network of the feeding/me-
tabolism field. Still, we doubt whether it can be freed from the scientific discourse.
Will it be transferred into the vocabularies of those who try to understand their
own everyday information behaviour? Will the expression add enough value to
the description, so that it remains poorer without?

References:
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Information fragmentation

~ reaching necessary information harder because they are scattered
in various places.

Expressions used with the same, or very similar, meaning: information noise
Antonym(s): information integration, access on a unified interface
Expressions from related concepts: disorganisation, information environment,
information ecosystem

Which category? It has entered the professional-public vocabulary of digital
culture experts, but it did not start on the path of becoming a technical term.
The phrase in the language system is rare, few use it on account of its ponder-
ous nature.

Ideally, we are capable of using our personal data or the information sets we con-
sider important at the right time, place, and situation, in the way that seems the
most obvious to us. However, this rarely happens in reality. The information we
possess is generally scattered physically: at our workplace, our home (and even
there: on the smartphone, the computer, in notebooks, books, and other places).
Moreover, if we consider the problem in greater detail, we notice that even on
a data carrier (computer, book, phone), what we need is found in various paths.
The time spent constantly searching, or going to known places of storage is the
price of information fragmentation that we pay (Jones, 2004). And as the Latin
‘fragmentum’ is no stranger in Neo-Latin languages, we often speak of the end
result of the process, the state as ‘fragmented’, and the process, as the fragmenta-
tion of information.

Information fragmentation keeps growing with the increase of the number of
specialised end devices and practical applications. The necessary data is found in
the most diverse sources: e-mails, folders with complex hierarchies, USB keys,
hard disks, or even the ‘cloud’ itself. The problem is also made more complex as
harmonising and synchronising the various devices and programs is complex or
hard to do.

Personal Information Management (PIM) experts work on solving the prob-
lems. Their solutions are generally programmes and applications that organise
and index (label) information and tasks, and using them, these are found easier.
We may consider them modern calendars and bookmarks that do not only bring
times and places, but any kind of information close to us.

Nowadays, many such programs exist, but because of the complexity of base
situations that increase information fragmentation, these can only alleviate prob-
lems and simplify issues.
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EVALUATION AND RECOMMENDATION: Our base devices that serve information
storage and management are in a constant integrational movement, but in parallel,
they respecialise time and again for a function. Therefore the base situation that
causes information fragmentation does not change. If paths will not get consider-
ably longer, in time and the number of operations, the significance of the problem
will not increase enough for information experts to study it in more depth. There-
fore we believe the expression to stagnate.

References:

Jones, W. et al. (2008): The Personal Project Planner: Planning to Organize Personal Information.
Proceedings of the SIGCHI Conference on Human Factors in Computing Systems, CHI, New
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Freedom of Information, FOI

~ the comprehensive name of legal institutions that attempt to give
the freedom of opinion, the freedom of the press, and ‘informed par-
ticipation’ by citizens a chance to get involved in social issues in the
current situation, and therefore make state administration informa-
tion public.

Expressions used with the same, or very similar, meaning: publicity of infor-
mation of public interest

Antonym(s): hiding information, encryption, limiting access

Expressions from related concepts: information games, information power
Which category? An information policy and information rights-related legal
term with a solidified meaning.

The phrase in the language system is naturalised, its everyday meaning is iden-
tical to the professional-scientific one.

Although a number of thinkers have recognised it and wrote about it in a modern
way, the principle and concept of freedom of thought and opinion was only born
as a political call to arms in modernity, as that builds upon a new relationship
between power and citizen, in the fight for the right to freedom; a short while later,
freedom of the press also appeared. Their common multiple is the expectation
that making individual pieces of information that citizens consider important to
represent and share communal and their entering the stream of information should
not be hindered by any coercing force (law, law enforcement organisation).

The other side of the formula, the opportunity of learning about the data and
information fortunes amassed on various points of the political institutional sys-
tem also appeared in the same era, the time of the founding fathers of American
democracy, as the ideal of the informed citizenry that participates in common
causes (Brown, 1997). Thus, after a while, the two principles entered constitutions
hand by hand: everyone has the right to the freedom of opinion and to learn about
and promote public data. (Along with these, the principle and practice of informa-
tion privacy, i.e. that citizens may decide the fate of their personal data amassed
in various social subsystems (in the worlds of politics and business) would be
only became generalised in the end of the 20th century.) The right to freedom of
expression was expanded with the right of participation of decisions, primarily in
environment-related cases (see the Aarhus Convention).

The realisation of freedom of information became institutionalised by it be-
coming a right that is regulated in basic laws. The relevant high-level laws (Free-
dom of Information Acts) regulate not only the ways in which citizens may realise
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their rights, but also the types of information and the reasons regarding which the
state may be freed from the duty of data provision. Handling exceptions and the
interpretation of public interest allows the state to make the limits narrower than
the spirit and the word of laws and citizens’ legal awareness and sensitivity would
expect — in this case, the judicial system may serve as the correction mechanism.
There generally is an independent organisation that ensures that the law is kept
and information freedom is realised in Hungary, the Nemzeti Adatvédelmi és
Informacioszabadsag Hatosag, the British Information Commissioner, the Ger-
man Bundesbeauftragte fiir den Datenschutz und die Informationsfreiheit, and
the French Commission d’accés aux documents administratifs (CADA). The role
of non-governmental organisations is also important as they may inspire citizens
and public sector workers to realise the legal provisions and the spirit of the law
by providing legal aid, awareness-raising actions, and campaigns.

EVALUATION AND RECOMMENDATION: The meaning carried by the concept makes
navigation of an area very important in everyday life easier, therefore teaching it
is justified, even in the framework of the school system.

References:
Brown, R. D. (1997): The Strength of a People: The Idea of an Informed Citizenry in America
1650-1870. The University of North Carolina Press

Back to
Contents



202

Information fusion

~ the transformation of pieces of information born from various
sources, at various times, into efficient representations that aid hu-
man or machine decision-making with automatic or semi-automatic
solutions.

Expressions used with the same, or very similar, meaning: information inte-
gration, data deduplication, reference integrity, sensor fusion

Antonym(s): information loss

Expressions from related concepts: information gain, information surplus, in-
formation channel, information actions

Which category? A data science-IT term that replaced an earlier expression
because of the necessary need for additional meaning.

The phrase in the language system is popular in the relevant professional sub-
cultures, but it is spreading in virtually all communities.

We provided the definition based on a Swedish source (Information Fusion Re-
search Program, University of Skdvde) that undertook defining the intersection of
all definitions used since the late 80s. This also meant actualisation based on the
technological changes that happened in the meanwhile, the ever-stronger scientific
reflection, and the increase in the number of fields of application (Bostrom, 2007).

Its predecessor, the long-used information integration form was primarily
sensitive for heterogeneously formed information from heterogeneous forms (its
answer to these was data consolidation), and it mainly used organisational opera-
tions on unstructured data in order to attain raw materials for later data mining.
The introduction of the concept of information fusion was requested by practising
and theoretical experts who believed that the process of value addition cannot stop
at this point, and the point is the creation of new information sets, that are made
meaningful not only by their mere existence, but the ability to decrease uncer-
tainty. (Naturally, the emerging importance of next-generation sensors and the
‘internet of things’ in the data stream also had a part of the role in the conceptional
innovation pressure.)

The maturity of the scientific discourse around the concept expressing the
necessary extra meaning is demonstrated by the fact that there are two interna-
tional periodicals that specialise in the area (Elsevier’s Information Fusion — An
International Journal on Multi-Sensor, Multi-Source Information Fusion, founded
in 2000, and since 2006, the Journal of Advances in Information Fusion). This
latter one belongs to the International Society of Information Fusion (ISIF) which
organises its 19th International Conference on Information Fusion in 2016.
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EVALUATION AND RECOMMENDATION: In other languages, various versions of
‘fusion’ are used instead of longer and less natural forms. Its primary area of use
is nuclear physics and nuclear energy, as well as the world of corporate fusions.
The strong feeling of the word conjures the idea of the creation of a new quality in
both cases (fusion reactor, company fusion), therefore in the case of information
fusion, it may also be considered a good choice. Its verbal use (to fuse) occasion-
ally feels strange, and should be avoided in our case.

References:
Bostrom, H. et al. (2007): On the Definition of Information Fusion as a Field of Research.
http://his.diva-portal.org/smash/get/diva2:2391/FULLTEXTO1.pdf [2016-01-22]
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Information gain

1. ~ in the mathematical theory of information, an amount attained
by analysing the changes of probability distributions, the number that
describes the occurrence of individual signals.

Expressions used with the same, or very similar, meaning: Kullback-Leibler
divergence

Antonym(s): information waste

Expressions from related concepts: decrease of entropy

Which category? A technical term in multiple sciences and their relative areas
of use.

The phrase in the language system is used strictly in the professional elites of
the above communities.

2. ~ the growth of the information assets we possess due to a profes-
sional operation.

Expressions used with the same, or very similar, meaning: information surplus
Antonym(s): information waste

Expressions from related concepts: information gathering

Which category? It is used in an everyday sense, but in a scientific environment.
The phrase in the language system exists with occasional use, it has not started
on the path of developing into a tighter technical term.

1. The classification algorithms of artificial intelligence research that works on
creating decision-making trees have been measuring the difference between in-
formation requirements before and after certain types of tests, in order to choose
the attribute that allows for the greatest information gain. The conceptual appa-
ratus was imported from information and coding theory by both them and data
miners, who also like to use information gain.

Mathematically it is used as the synonym of a two-variable function, the Kull-
back-Leibler divergence, which may be demonstrated with the following example.
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Let’s suppose that a news source publishes news constantly in a digital environ-
ment, that, in their physical version, mean series of signals. In these signal series,
the various signals follow and repeat after each other according to a pre-defined
distribution. Knowing this, we may become capable of compressing signals, how-
ever, lacking this, we can only declare an estimated distribution. Kullback-Leibler
calculates how many more bits are needed for the coding of a series of signals (e.g.
a piece of news) compared to the original, optimal version from the difference
between the original, optimal version which we can only create if — as mentioned
before — we are perfectly aware of information distribution and estimated distri-
bution of signals.

Information gain may also be used in applied ways based on the Kullback-
Leibler divergence, for example, to calculate the mutual edification of two (busi-
ness, political, etc.) parties. The received value may, based on the complexity of
the situation, close to optimal (if it is simple), and far from it (if it is complex).

2. Information gain is often used in its everyday sense, not as a technical term,
but in a technical context, in various fields. For example, in meteorology, in the
analysis of the information content of predictions, results are considered informa-
tion gain. For NGOs conditioned for continuous informing, the Internet is an ideal
interface as it integrates numerous information channels, the proper use of which
can be used to reach a large information gain (Leggewie, 1997). In adult educa-
tion, the (often surprising) information gain may be expected from a pedagogical
programme built on questions asked in the appropriate form and rhythm regard-
ing goals, motives, future states, and connections. But even astrophysicists use it
in their explanations in the ‘surplus’ sense. Although in the moment of collapse
(evaporation) of a black hole, some of the remaining pieces of the singularity can
escape, yet this tiny information gain does not balance out the loss, yet it’s good
to know about this.

EVALUATION AND RECOMMENDATION: The two different meanings reflect the dif-
ferences stemming from the mathematical-statistical, quantitative and the every-
day, qualitative approaches to information. From the increasing mathematical-IT
use, it is expected that in time, more and more subtypes will emerge (as it has
already happened by creating the concept of relative information gain). And if
information gain disappeared from the world of occasional use, we would be no
poorer: content and meaning to be displayed would stay expressible with other
linguistic tools, as well.

References:
Michell, T. M. (1997): Machine Learning McGraw-Hill Science, 55-65.
Leggewie, C. (1997): Netizens oder: Der gut informierte Biirger heute. Transit 13, 3-25.
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Information games

~ starting positions of informedness that define the possible decisions
and steps of competing and cooperating actors.

Expressions used with the same, or very similar, meaning: games
Expressions from related concepts: information behaviour, information power,
information asymmetries

Which category? A slightly tautological term of multi-disciplinary game theory.
The phrase in the language system quits the confines of the narrow and formalised
original interpretation time and again, and is also used in a more general sense.

Mathematics-based game theory, that got its start before World War I, then de-
veloped quickly, primarily developed its conceptual and mathematical apparatus
for the modelling of the actors of the world politics-diplomacy scene. It primarily
sought to answer what may be considered effective behaviour when the decisions
of those involved mutually affect each other in various (two or more person, co-
operative or competitive) situations.

The information viewpoint is sensitive to preliminary information that regu-
lates decision-making. The game is based on perfect information, if every partici-
pant possesses every relevant data, from rules to knowledge of earlier events. It is
imperfect, if many circumstances are known (who the other is, what are their pos-
sible strategies/steps, preferences, and benefits), but the actions the other player
will take are not known. And it is incomplete when how many partial pieces of
information are known of the above ones and how many are not known is random.

We must add that the use of the concept is inaccurate. The nature of every
game is information, as they are based on decisions and actions taken after evalu-
ating information from the space of problems. That’s why it is called game theory,
and not information game theory. Information games are not a class of games, as
suggested by the name: every game is based on information, the separate name
refers to a characteristic of the participants of the game, i.e. their starting infor-
mation state.

Methods are developed continuously, Hungarian-born Janos Harsanyi (1920—
2000) won the Nobel prize for his research of non-complete information games
in 1994.

In the meanwhile, the concept that is usable in strongly formalised circum-
stances became usable in a wider and wider range. Any information-transmitted
relationship of anyone may be analysed and described as games: everyday com-
munication situations, conflict types, the strange pas de deux of citizen and power
around information rights, the types of mutual knowledge (Hamp, 2006), if neces-
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sary, going back to their historical equivalents (all the way to animals that visually
trick the enemy by making themselves seem bigger).

EVALUATION AND RECOMMENDATION: Although the expression ‘information
games’ is not accurate, its use already grew roots in game theory. As its math-
ematical armoury is not well known at all, the change in meaning towards the
everyday sense causes no issues in the use of the concept.

References:

Rasmusen, E. (2006): Games and Information: An Introduction to Game Theory. Eric Wiley-
Blackwell.

Neumann, J. — Morgenstern, O. (1944): The Theory of Games and Economic Behavior. Princeton
University Press.
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Information garbage

1. ~ attention must be paid, and processes must be regulated con-
sidering not only the recycling of the physical materials in discarded
IT devices, but also the destruction of sensitive data stored on them.

Expressions used with the same, or very similar, meaning: waste data
Antonym(s): valuable information

Expressions that belong to the wider family of concepts: information aware-
ness

Which category? An everyday, practical expression that names a special class
of electronic waste generally talked about because of the precious metal content
that may be extracted from it.

The phrase in the language system did not manage to solidify, but in its (rare)
uses, the context can always make its meaning clear.

2. ~ the part of the output of institutions specialised in information
production that makes finding and processing functionally important
information harder because of its mass and quantity.

Expressions used with the same, or very similar, meaning: information noise
Antonym(s): valuable information

Expressions from related concepts: information anxiety, information overload
Which category? A term that occurs in a professional-personal use, that occurs
with a terminological pretence in contemporary communication and media theory
texts.

The phrase in the language system represents the drive to present reservations
regarding the value of the given information sets as an objective judgement.

3. ~ any content that is judged to be of a lower quality, harmful, or
dangerous.

Expressions used with the same, or very similar, meaning: information poison-
ing, information pollution

Antonym(s): valuable information

Expressions from related concepts: misinformation

Which category? An everyday term that almost carries the effect of an interjec-
tion.
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The phrase in the language system reflects the moral panic raised by the spread-
ing of and easy access to content considered objectionable.

1. Telecommunication devices that are retired from use cause not only problems of
safekeeping and storage, but a severe environmental stress as well, as they must be
treated and recycled as hazardous waste. It became a challenge especially for data
sensitive megacorporations that in a technological change, it is not enough to pro-
vide for the fate of the devices, but the information sets stored on them must also
be destroyed in order to avoid them getting into the hands of unauthorised people
(for which there already were numerous examples). Accordingly, an entire set of
the appropriate methods, regulations, and documentation duties has developed in
recent years. However, we find nothing similar for the data carrying electronic
waste of private persons — here, everyone must decide how conscious they want
to be with the protection of their data for themselves.

2. Great information production and storage institutions (archives, libraries, news
agencies) accumulate and keep information in an unavoidably wider range than
it would be necessary for later use. This has multiple primary reasons: in the
moment of the birth of information, it cannot be known what will later become
important, valuable, and usable and why, and sets are, by their nature, created in
‘packs’, and even their obsolescence can be a ‘built-in programme’ (this is well
reflected by library cullings). For example, most resources published by bureau-
cracy is information garbage for historians. Others consider garbage to be pieces
of information (otherwise important and accurate) that are self-serving, quiz-like,
that should not be amassed in heads but in handbooks; others, unnecessary and
redundant train station passenger information.

3. A recent political-strategic document (Talyigas, 2000) demonstrated a very
different interpretation of information garbage: “The formation of information
‘garbage’ is a problem by itself, and this is only compounded by information pub-
lished on-line generally without control and legal regulations. Websites that focus
on lowly instincts and emotions or that exploit them are spreading, that, working
as spiritual drugs, take interested people away from true information values.”

This discourse calls worthless, harmful, meaningless content ‘information
garbage’, coming from origin points that are moral, ideological, quality, or repre-
sent moral panic. In this vocabulary, almost anything can be considered garbage,
from soap operas that are considered to “make viewers stupider” to obscene lyrics
to ideas the author dislikes.

EVALUATION AND RECOMMENDATION: The fact that the expression did not be-

come clearer even in English-speaking countries and that information is used
with numerous suffixes (garbage, trash, mess, rubbish) reflects the changing, in-
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consequent, and spontaneous word choice, in which garbage and mess behave as
synonyms, but are used to express very different things. Therefore clarification
is expected to clarify, with the distancing of meanings 2 and 3. The ‘informa-
tion garbage’ formula will be used more and more often to describe content that
is considered worthless from a quality/moral view, and ‘information mess’ can
describe information sets that are “functionally useless”. Therefore, logically,
another name should be found for meaning 1.

References:
Talyigas J. (ed.) (2000): Tezisek az informacios tarsadalomrol, Miniszterelnoki Hivatal.
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Information gas station

~ the unique invented name of the Helsinki City Library virtual refer-
ence service. Its mobile version is the information barrel.

Expressions used with the same, or very similar, meaning: information station,
information kiosk

Expressions from related concepts: information public good, information infra-
structure, information utility

Which category? An individually created word, part of a family of objects.
The phrase in the language system refers to a specific institution, it has no alter-
native uses. Just like fuel from the gas station is necessary for our vehicles, citizens
require constant information support, but the same task is fulfilled here by the
library. The Information Gas Station (iGS) service set up in 2001 by the Finnish
capital was based on the same analogy when they installed smart, new devices that
were somewhat reminiscent of refuelling machines. Recognising that people do
not only have differing needs for information and usable tools, but different levels
of knowledge that allow them to find what they need, as well, these personalised
“corners” allowed users to receive direct assistance from a librarian in their search
for answers for professional questions. More specifically, by walking every step
of the search process together, as partners. Later becoming a network, iGS made
questions and answers available and freely browsable on its website.

The programme had originally been planned for two years, but it became so popu-
lar that it is still available today. It outgrew the walls of the library in the second
year of the programme. Information barrels, computer stations with Internet ac-
cess in red plastic frames showed up in plazas and at various events. These are
accessible to everyone, much like self-service information gas stations; questions
may be asked, and expert librarians are available to help. A radio studio also en-
tered the programme, selected questions are answered here weekly.

EVALUATION AND RECOMMENDATION: This idea to popularise library services
had received an ingenious and authentic name, but with the disappearance of the
stations themselves, it will likely fade from the language, and will only be mean-
ingful for people who have used or seen these information gas stations.

References:

Homepage of iGS: http://www.kysy.fi/ [2015-03-26]
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Information generation

~ the global community of young digital citizens, always connected to
the available knowledge of the world, living an on-line life; thinking
about their capabilities and problem-solving prowess is only limited
by our imagination.

Expressions used with the same, or very similar, meaning: digital natives,
Y-generation

Expressions from related concepts: information literacy, information culture,
information civilization

Which category? There is a long history of giving each generation its unique
name, and successful conceptual innovation spreads fast. There is a number of
accepted formulae that refer to the digital generation, using information genera-
tion in addition to/instead of these seems superfluous.

The phrase in the language system has not diffused at all, its use is occasional.

The slightly poetic definition above also has a manifesto-like alternative: “We are
now a community of digital citizens, with the world’s knowledge at our fingertips.
Unrivalled engagement has made us all contributors to a vast information ecosys-
tem. Businesses must evolve quickly, or face being left behind.”

One blemish here is that the source of both quotes is an American data and
cloud specialist company, EMC, that financed a research programme of a leading
futurology research institute regarding correspondences between the information
characteristics required by business and the knowledge and skills of generations
growing up in information culture.

In their hands, the ‘information generation’ is but a marketing term that re-
flects the laws of attention economy. Appropriation of a discourse is a powerful
competence-communication tool for receiving future assignments, and a step
forward in talent hunts, that can be used to tempt the best of the new generation
of information management culture (Burke, 2016).

All they do to the term is put it next to the well-known predecessors: genera-
tion ‘X, Y, Z’°, digital natives, millennials. There is no added value through any
extra meaning, therefore it is a needless addition to the range of concepts, as there
already are well diffused, well-used versions for what they want to express.

This was not always so. David Hand’s monograph from ten years ago, that
even made “Information Generation” its title (Hand, 2006) found the use of the
concept necessary in a civilisation theory framework. His starting point was that
although the development of civilisation and the technology and culture of data
management always walked hand in hand, our current society is characterised by
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an extreme dependence on the rich data environment, therefore the key of survival
is humanity’s adaptation to this. He calls this the information generation, and in
this role, this can be considered a powerful additional concept to information-
centric world-view.

EVALUATION AND RECOMMENDATION: The discourse where use of the term is
meaningful does not seem to continue for now, and those who use it with a large
visibility do so as an unnecessary alternative of well diffused, proven terms.

References:

EMC Information Generation: http://www.emc.com/information-generation/about.htm [2016-04-
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Information geography

~ the depiction of the real and virtual spatial relationships of infor-
mation objects and flows.

Expressions used with the same, or very similar, meaning: information map-
ping, concept mapping, Internet geography, cybergeography

Expressions from related concepts: information visualisation, information ar-
chitecture, information design, infographics

Which category? A convenient phrase, but not a technical term, regardless the
disciplinary weight of the ‘geography’ ingredient. In reality, it has no scientific
content, no construction, it is a solely visual genre.

The phrase in the language system may grow more embedded if more and more
types of deeper and dimension-building reflective practices are constructed be-
hind the visualisation activities.

World maps that depict Internet use and traffic data are found in multiple newspa-
pers and professional publications. Beautiful pictures that depict undersea cables
or transcontinental telephone lines are retroactively made. They visualise the ar-
eas of the Earth about which news are born in real-time, and these are comparable
with the density of their communication. The geography of information economy
represents the output data of the various information industries or the ownership
relationship networks of the actors of information economy.
In these cases, geographic localisation always refers to a real spatial relationship.
However, modern visualisation techniques are capable of expressing logical spa-
tial relationships: distances, occasionally even on three-dimensional concept maps
represent semantic relationships, and not physical ones. The structured presentation
of the key concepts and sub-fields of a field of knowledge may also happen with
geographic analogies (although e.g. a tree structure is much more common).

EVALUATION AND RECOMMENDATION: So many things can be presented attractively
on a map-based infographic: it is natural that the (typically quantitative) world of
information also moves to these. We can see it as a real scientific field, a fresh area of
research when the combination of information variables and geographic visualisa-
tion will have a heuristic value: when it will not only illustrate and connect attrac-
tively, but become a source of new knowledge, new information, new realisations.

References:
Information Geographies — Thematic research page, Oxford Internet Institute
http://geography.oii.ox.ac.uk/?page=home [2016-03-26]
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Information geometry

~ the field of mathematics that uses the methods of differential geom-
etry for probability analysis. In other words: statistics + differential
geometry = information geometry.

Expressions from related concepts: information theory

Which category? A mathematical term.

The phrase in the language system is unknown to those who are not experts in
the relevant field of mathematics.

In order to understand the definition, we must explain the mathematical terms it
contains. Differential calculus is a method of mathematical analysis that analyses
how various functions, may they be real or complex in value, change due to the
effect of an independent variable. Probability theory serves to calculate the chance
of the occurrence of recurring, random phenomena (mass phenomena). Informa-
tion geometry is created by the contraction of these two mathematical methods.

Its present form is based on the research of Japanese mathematicians in the
1980s, the role of Sunicsi Amari and Hiroshi Nagaoka must be underlined. They
are the most cited scientists of the area. Their book, translated into English, is the
most definitive work in this relatively young field. Its first half provides a com-
prehensive explanation of the mathematical bases of information geometry, and
the second presents its fields of application (statistics, information theory of linear
systems, quantum mechanics, convex analysis, neural networks).

EVALUATION AND RECOMMENDATION: In the translation from English to other
languages, it is best to reflect this with a noun phrase with pre-modifier as the
grammatical logic of contraction implies that it reflects the geometry of informa-
tion itself (yet this is not the case).

References:
Sunicsi, A. — Hiroshi Nagaoka (2000): Methods of information geometry, Translations of math-
ematical monographs. v. 191, American Mathematical Society
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Information glut (information affluence)

~ information available at a huge rate. Its most common use carries a
negative basic meaning: it is used to express the impossibility or near
impossibility of navigating the ever-growing mass of disorganised,
mis-catalogued information.

Expressions used with the same, or very similar, meaning: information abun-
dance, information richness

Antonym(s): lack of information, information drought, information poverty
Expressions from related concepts: information production, information over-
load, information universe

Which category? An expression that, because of its uncertain interpretation, did
not become a category level, but it is cheerfully used in social science literature.
The phrase in the language system first appeared as a synonymous term of a
pre-existing one, obfuscating the original, value-neutral meaning.

The expression was first used by American writer David Shenk in his 1996 book
“Data Smog”, a Bible of the information overload literature. His core idea is that
it is impossible to draw consequences from, or find meaning in the data cloud that
surrounds us without an appropriate structure or system.

Shenk’s undeservedly popular book, built on appalling fallacies has, unfor-
tunately, put the concept of information glut into the discourse on information
overload, practically as a synonym. All the publications written after Shenk’s
work consider information glut one of the main sources of stress today. All this
is supposed to be a result of humanity not having had enough time to get ready
to handle so much information, and that individuals are unable to deal with an
amount of information that is above their natural capacity. Rebecca Ganzel (1998)
added the supposedly deterring, but completely unscientific and doubtful state-
ment that a 17th century person would have needed a year to take in the amount
of information that we encounter every single day.

As an opposite to this literature of panic, Alex Wright’s best-seller (2007)
proved that information glut had shown up in multiple eras of human history, but
it was handled as a challenge as opposed to a final danger. An organisational, pro-
fessional, or technological solution that made it possible to manage the increased
amount of information was found every time. Information glut, it appears, is a
necessary prerequisite of learning about ourselves and the outside world — not by
fighting insufficient information, but by handling tasks of processing and inter-
pretation. Information glut is a neutral descriptive term: it does not automatically
infer a positive (innovative) or negative (overload) context.
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Regardless, more and more, ‘glut’ refers to the negative context, and ‘affluence’
(Samara, 1999), the positive one.

EVALUATION AND RECOMMENDATION: The extermination of Schenk’s conceptual
rampage and a return to the neutral interpretation of information glut would be a
relief in information history and media sociology literature.

References:
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Information governance

~ a holistic view of (company) organisational information activity
management, a new-generation set of tools and solutions, by shap-
ing processes and roles, and constant feedback due to control and
monitoring.

Expressions used with the same, or very similar, meaning: information man-
agement

Expressions from related concepts: information planning, information systems,
knowledge governance

Which category? A term that partially replaces information management in
economy and management science.

The phrase in the language system is appreciating quickly. At the same time,
there are barely any registered occurrences in local languages, it is not touched
upon even in the literature of information management.

On the way to popularity, information management ate up every theory, concept,
and operation related to information and knowledge like a hungry little animal,
as because of the comprehensive process view, practically everything could be
and was worth integrating.

After a while, information management started to ‘proliferate’ exactly because
of this excessive complexity. First, it tore technology off of itself, the IT sub-
structure that had a mere executive function in the examination of information
processes and infrastructure maintenance, then activities that belonged to the
spheres of ‘management’ and ‘governance’ separated slowly.

Governance, valued highly by the corporate governance school is, unlike
short-range, operation, maintenance, efficiency, and service-oriented manage-
ment, pays attention to the middle and long terms, the future, strategy, holistic
approaches, the entire organisation and its environment, process redesign, design,
balances, risks, and responsibilities. It considers structures, processes, methods of
management in their entirety, with much more multidisciplinary embeddedness
than management. (Thus the same ‘grow-through’ happens in the information
area, as knowledge management partially becomes knowledge governance.)

There are many theories on the start and first use of the concepts. Kooper
et al. (2011) are popularising it as their own invention, even though there were,
around 2009-2010, numerous prophecies on how information governance will
soon become a popular term. Meanwhile, McManus (2004) has been promoting
the term for years, even though (to our current knowledge) it was not created by
him, but by British researcher Dame Fiona Caldicott in 1997, creating six general
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information governance principles in a healthcare IT environment, specifically
for patient data (IGR, 2013).

EVALUATION AND RECOMMENDATION: The proliferation and spreading of the con-
cept much like other similar expression is indicated by its variants appearing in
more and more derivative expressions (Smallwood, 2014). Consultancy compa-
nies offer their information governance toolkits, and a movement-like professional
initiative adopts it as its name (The Information Governance Initiative).
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Information group

~ a new type of imagined community in which media consumers
and visitors of Internet news and social sites build information mini-
worlds that, after a while, enable them to close themselves off from
the world of content that does not match and contradicts what they
are used to and what they accept, they become more and more in-
troverted.

Expressions used with the same, or very similar, meaning: information com-
munity, information bubble

Antonym(s): well known, widely known information

Expressions from related concepts: information filtering, information monopoly
Which category? A professional-public phrase that expresses a fresh network
sociology and communication characteristic.

The phrase in the language system is, for now, only used by experts and ana-
lysts.

In the increasingly complex information universe (or in another view: information
mess), choosing what we let ‘close to us’, what we accept, how we orient ourselves,
and what content we feel close to us is a question of choice and filtering. In order
to get by, one must make decisions of selection, and these often make creating
order or a stable information resource environment easier by simplification. Thus,
step-by-step, closed groups that know of each other (but do not communicate) are
created. In these groups that form the consensus related to events, news, going
along almost unavoidably with creating an image of the ‘enemy’, and with inter-
preting scapegoats or responsibility together.

The basis of information groups is formed by pre-conceived knowledge, be-
liefs, convictions, and commitments on which the interpretations of new infor-
mation and objects are built. And as there is strong loyalty both for the group
members and the sources of information, conflicts with other information groups
and sources are expected. After a while, group membership starts working as a
filter that members use to perceive the world, maintaining social positions and
beliefs by an almost automatic rejection of information that does not fit their
world-view. Membership in an information group provides confidence and stabil-
ity, and members may occasionally help, reinforce, and support each other outside
the world of opinions, thus the weakening of identity, discouragement resulting
from getting to know new information, or exiting a group may lead to feelings of
being lost (Marshall, 2014).
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Network researchers with strong critical thinking, armed with suitable meth-
odology also uncovered that the data mining practices of the largest social sites
and providers quickens and strengthens the creation of these information groups,
as, with profiling and following personal on-line activities, the supplementary
content displayed using systems of recommendation necessarily comes from a
narrower circle: the closed formation thus created around users is called a ‘filter
bubble’ or ‘information bubble’ (Pariser, 2011).

As everyone is the member of various information groups, bubble creation
only leads to a strong distorting effect where a narrowing of real social relation-
ships shape the forms of network presence, turning it into an exclusive world
broken away from reality.

EVALUATION AND RECOMMENDATION: The phrase is clear and well-put, but its
feeling reminds one of the phrase ‘group of information’, used to mark pieces of
information that go together, and information bubble is used for something else
in the world of web design. Accordingly, the meaning may be somewhat open to
be expressed by a different, more ingenious phrase.

References:
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Information headphone

~ a device that could regulate the overwhelming acoustic stimuli; that
we could use to turn our ears on and off.

Expressions used with the same, or very similar, meaning: information avoid-
ance

Expressions from related concepts: information pollution, information noise
Which category? An uniquely created word for an idea not worth realising.
The phrase in the language system is not present, it is hapax legomenon.

In his 1976 book “Ideas in Progress”, Mircea Malita, the versatile Romanian
scientist especially interested in futurology wrote a chapter about our ears being
active 24/7 (unlike sight or hearing) due to the increased population density and
new electronic media; our ears are bombarded 24/7 by acoustic information.
And as we have started to imbue machines with human attributes, machine parts
that become parts of humans could help with this problem. Malita imagines placing
two small devices in the ear canals that may be used to turn hearing on and off. The
light of a lamp would demonstrate the current state: green — ON, red — OFF. A port-
able device that could be used to contact conversation partners, family members,
the workplace, and information centres near or far would also be attached to the
ear inserts. The device may be complemented by a supplementary memory that lets
us store less important, temporary information. As soon as information gets there,
our brain may relax, as it does not have to record a lot of information any more.

EVALUATION AND RECOMMENDATION: The term ‘information headset’ is not in
use. Luckily, Malita’s idea had no followers, as it is not realistic. On the one hand,
our visual organs are exposed to much more strain, on the other hand, from the
foetal age, we are faced with a permanent background noise that we learn to live
with. It is the absence of sound stimuli, artificially induced science, that causes a
strong psychic strain. (The other parts of the concept today sound like something
from the world of mobile communications.)

References:
Malita, M. (1976): Eszmék faggatasa. Bukarest, Albatrosz.
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Information healing

~ a pseudo-scientific school that teaches that, as biological functions
that determine bodily functions may be traced back to information pro-
cesses, healing should also be performed from the side of information.

Expressions used with the same, or very similar, meaning: information medi-
cine, info-medicine, information treatment

Expressions from related concepts: sign medicine, symbol medicine

Which category? An everyday word association, strongly built on an intent to
surprise.

The phrase in the language system is primarily known to members of the sub-
culture interested in esotericism.

According to information healing theoreticians, the main explaining force for
dysfunction in the human body are not biological or energetical processes, but
pre-determined information factors beyond the material dimension, the ‘informa-
tion field’ (which, as it is well known, is connected to the pineal gland).

The origin points, arguments, and ‘information philosophies’ of the various
schools are remarkably similar. The differences are found in whether the healer
uses light, mystical energy, painting symbols on the body, or information formu-
lations (that contain the ‘information’ of the organ, tissue, or organ system). We
must also note that behind the quasi-esoteric quackery on the healthcare market
and the pseudo-scientific illness and healing philosophies, we also find the omis-
sions of the scientific analysis of information. Information healers borrow their
arguments and bombastic ideas from the para-scientific literature, where authors
mix very different information concepts together without the appropriate meth-
odological and critical apparatus to create quasi-theories.

EVALUATION AND RECOMMENDATION: Quackery is a legal issue; information
healing, as a term, will follow the schools that it names. If they become more
popular, we will hear more about them; if they will be forgotten, the expression
will fade from use. Information doctors would still exist — however, they will not
heal our bodies, but the malfunctions and erroneous settings of our information
devices (hardware, software, applications).

References:

Jacobs, J.: The Speaking Body- Information Based Healing.
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A typical example: http://www.lightandinformationmedicine.com/ [2015-10-15]
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Bio-Info-Source: http://www.bioinfosource.net/szolgaltatasok/informacios-medicina/
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Information heritage

~ the pieces of a national, ethnic, professional, or local community’s
physical and mental heritage that primarily served and were mainly
used in a way that can be uncovered as part of the information cul-
ture of earlier ages.

Expressions used with the same, or very similar, meaning: information cul-
tural history

Expressions from related concepts: information conservation, memory institu-
tions, digitalising, Corpus Digitale

Which category? An as-yet dubious experiment at the creation of a collective
conceptual category in the heritage preservation vocabulary.

The phrase in the language system is still finding its place, its occurrences are
independent, but all point in the same direction.

Cultural heritage preservation is in the middle of international attention on both
the national and international levels, partially with conceptual innovation, and
partially with comprehensive initiatives — such as the UNESCO World Heritage
that includes both natural and man-made heritage sites, or the Memory of the
World programme focusing on the document heritage. Expressing the intangibil-
ity of cultural goods compared to the heritage objects easily located in museums,
the concept of intangible cultural heritage was born, and later, so was intangible
natural heritage, where ideas, knowledge, customs, and professions that regard
the natural environment, flora, and fauna belong.

Heritage has been kept by memory institutions since the dawn of time; storage
and presentation generally reflect the objective nature of the information carrier:
archives of manuscripts, letters, books, magazines, maps, sheet music, photos,
graphics, paintings, films, and audio recordings. For the shared management of
these, ‘cultural’ and ‘intellectual’ have all been appropriate and sufficient until
today.

The need for a new, ‘inclusive’ term came from the technology side. Museum,
archive, and library experts all started to use the term ‘information preservation’
for conservation and digitisation. They did so in the knowledge that even if the
physical information carrier gets damaged or destroyed, the carried information,
saved in the virtual world, may remain. Therefore information heritage protection
may thus be interpreted as expressing that the ‘pure’ information, separated from
its carrier, is the object of heritage.

The Information Heritage Initiative, a part of the corporate social responsibil-
ity programme of American data specialist firm EMC means to provide aid in
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this sense; along with its partnered institutions, to state-cultural, business-trade,
and NGO-volunteer actors who ally themselves to save information that would
be lost without digitalisation (EMC, 2016). This is why and how the use of geoin-
formation heritage came up instead of map archives (Yilmaz, 2016) — as behind
the objective nature, there is an expansive network of devices, methods, proce-
dures, knowledge, transmission channels, and customs, bubbles of information
culture — all that without which the map as a cultural object could not exist. For
our part, we consider another relevant interpretation correct. As for a profession
or settlement, collection and classification of cultural heritage follows special
rules, it may be reasonable to archive, collect, store, or exhibit the objective and
intellectual memories of the information environment and information culture
that connect various communities. A post museum, in reality, tells us about the
history of an information institution, as behind a museum of typewriters, one can
discover the typist. Along the larger families of the information-natured cultural
heritage objects listed earlier, the information techniques, methods, tools, and
artefacts embedded in their environments as information objects seem unassum-
ing, and they are less talked about. Where they carry and embody the informa-
tion functions: boundary stones, signposts, symbols and signs in public places,
the shadoof-language of shepherds, beggars’ signs scratched in walls, guild signs
and invitations, various databases, encryption and decoding devices, notebook
lining machines.

EVALUATION AND RECOMMENDATION: As both, supposedly possible, interpreta-
tions are in a pathfinding phase, it is hard to say which may develop into a term
that is widely accepted in the heritage field.

References:
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Hidden information

~ a piece of information that is necessary for fair competition, but is
unknown to one of the economic operators, without which, the other
party may achieve or achieves a market advantage.

Expressions used with the same, or very similar, meaning: lack of information,
imperfect information, partial information

Antonym(s): complete information, information glut

Expressions from related concepts: information asymmetry, information games,
information allowance, information benefit

Which category? A term of information economy, embedded in game theory.
The phrase in the language system is used solely in economic theory literature.

One of the underlying drivers of information asymmetry. When out of two eco-
nomic operators, the information possessed by one party remains unknown to
the other party, the competition becomes unequal, that typically results in a more
advantageous situation for the party that possesses the information. The result of
the hidden information may, in the most extreme cases, be a massive profit, or
loss of money — depending on who possesses the information —, but it may result
in the bankruptcy of an operator, or the creation of a market monopoly.

Textbooks on hidden information present innumerable typical situations. The
employer has more information on the work to do than the job seeker that applies
to do it. The seller is better informed about the product to sell than the buyer. The
manufacturer or distributor know less about the buyers willingness to buy and
their options than the buyers themselves.

Someone in middle management who hides information from top managers,
or managers who keep the key data of the company from employees. Recently,
some consider theoretically public data that refers to commissioning, competitive,
and order completion relationships of the state or municipalities and business or-
ganisations that should be shared publicly, but the media or the opposition cannot
learn about them. Lacking these, neither society, nor business rivals will have an
appropriate oversight of these.

There are examples to the contrary, but in most cases, typically the seller pos-
sesses hidden information. And although this typically is beneficial, producers
often attempt to eliminate this imbalance in order to have a clean competition.
They can guarantee it with just contractual conditions, e.g. a multi-year warranty,
a perfectly accurate service life, or by classifying the product or service into a
category.
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EVALUATION AND RECOMMENDATION: The term is a part of a family of coherent
and stable technical terms, its load may stay more or less unchanged in the next
years. I[f consumers manage to develop and utilise multiple countering techniques,
to tip information games in their favour, we may encounter it more frequently,
even outside the literature.

References:
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Information hiding

1. ~ steganography, the science and art of hidden messages.

Expressions used with the same, or very similar, meaning: encryption, cryp-
tography

Antonym(s): open (public) information

Expressions from related concepts: coding, cyphering, deciphering

Which category? The phenomenon is expressed by a term, but in spoken lan-
guage, we occasionally use a verb-based structure that expresses the activity well
(the hidden information, hiding the information, etc.).

The phrase in the language system does not have a fixed form, it is created unique-
ly in a form that fits the meaning to be expressed.

2. ~ the ‘background interface’ of a computer program that is not vis-
ible and not known to users — but contains useful information regard-
ing the steps of programming and changes, that a developer or expert
can utilise and use without modifying the program’s open interface.

Antonym(s): public manual

Expressions from related concepts: programming technology

Which category? An information technology science term.

The phrase in the language system is only known to and used by programmers.

1. The Greek steganography means “hidden writing”. It refers to the method of
hiding a message an innocent-seeming picture, text, sound recording, video, or
other data carrier that is accessible to everyone in a way that only people who
know what they are looking for can find it. No key is necessary to solve it (it is no
encryption), as the message is in front of our eyes all along.

In the last two thousand years, innumerable ideas have been used to hide
information — all the way from tattooing messages on the bald head of a servant,
then letting hair grow out again. Due to new technologies, it appeared not only in
texts, paintings, pictures, and works of art, etc., but in various mediums, sound-
and video recordings. As part of computer culture, steganography continued to
develop continuously, utilising the opportunities in the digital world: the relevant
sites listed dozens (!) of ways to hide the information.

Back to
Contents



229

2. David Parnas, a pioneer of software development, ‘re-created’ the phrase in
1972, introducing it as a programming technique term. Since then, programmers
create two interfaces during programming. One of these is the ‘layer’ — may it
be an editing programme, a game programme, etc. — that opens on screen for
users. The other one is the programming interface where program codes may be
accessed, read, and modified. This latter one is accessed only by programmers;
only they know about its existence. The existence of the two interfaces is impor-
tant because any modifications can be performed without the user experiencing
anything about it.

EVALUATION AND RECOMMENDATION: Although there are similarities other than
the identical words in the everyday and the IT meanings, we discuss the two sepa-
rately because in secret messaging, there is an information ‘game’ between people
with opposing interests, while programmers hide information in a background
interface in the interest of users. There is little chance for the two meanings to
‘meet’ somewhere and get mixed up, but it is good to know the difference.
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Information history

~ the relative fresh school of history science that approaches tra-
ditional historical questions by describing them in an information-
centred way and their (re)interpretation, and also asks new historical
questions from the information viewpoint.

Expressions used with the same, or very similar, meaning: historical informat-
ics, communication history, knowledge history

Expressions from related concepts: cultural history

Which category? A high-level scientific term that is significant for both histori-
ography and information science.

The phrase in the language system has barely spread as even the school it names
is fighting for acceptance.

Realisation of the necessity of information history happened simultaneously in
British (Library and Information History Group) and Japanese (Japan Associa-
tion of Library and Information History) library history workshops in the mid-
90s. Both professional groups accepted that considering their place in science
taxonomy, book and library history may be considered fields of a comprehensive
discipline, just like the cultural history of information technology, various infor-
mation professions and institutions, or information system types.

By now, there are entire magazines, conferences, and university courses on
information history, and monographs discuss the exciting research possibilities
in the school (Weller, 2008, Z. Karvalics, 2004). The scope of typical informa-
tion history studies ranges from the information history approach of a temporal
of physical time or area/community to the study of the entirety of world history.
Modelling and dating the economic, social, and cultural processes that had led
to the creation of information society is difficult for many historians and sociolo-
gists. Information itself has its own story, from the point where, at a certain point
of the developmental history of life, primitive multi-cell organisms capable of
information behaviours had appeared.

And finally, the history of sciences that consider information and information
technology may also be uncovered (it is very rich, but ‘top-heavy’ for the history
of computing science, literary tradition, with lots of unexploited opportunities):
information history, as a receptacle, contains all listed approaches.

EVALUATION AND RECOMMENDATION: We are convinced that working on the

areas of science that the term ‘information history’ washes away is important and
timely. More awareness is necessary for the school to become more important,
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but based on current tendencies, it seems certain that this will happen, and than
it will diffuse in a wider range than the professional discourse.
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Information hoarding

~ self-serving information collection without quality selection, that is
dumped in bulk on a storage device (these days: external drives, hard
disks, or the “cloud”), without hope for future use.

Expressions used with the same, or very similar, meaning: information addic-
tion, information hunting, information gathering

Antonym(s): information avoidance

Expressions from related concepts: information pathologies, information diar-
rhoea

Which category? Although at its first appearance, it entered the language as
a mental hygiene term, by now, its meaning has become more everyday, and
healthy people use it ironically to reflect on their own habits. Its appearance in
the company information management environment is again leading it towards
professional use.

The phrase in the language system is well diffused in English-speaking coun-
tries, but rarely used in other areas, as the phenomenon is described with other
words, or it is paraphrased.

Manic hoarding is a compulsive behavioural disorder, it leads to worthless and
useless things flooding physical space. Accordingly, information hoarders are
people who chose information objects as the object of their useless desire of col-
lecting. Self-serving, indiscriminate hoarding had existed in the age of books,
but its golden age arrived with the age of the Internet as storage space on tabletop
computers grew radically, and easily writeable DVDs, then external hard drives
with huge storage spaces appeared.

Information hoarders drown in their own digital footprints, overload their
computers with self-produced data, occasionally backing up digital pictures in
multiple folders, never to open many of them again. They store so much down-
loaded music, movies, TV series, digital books, programmes, pictures, and data-
bases as if they were preparing for a post-apocalyptic life. Their incoming e-mails
multiply without being read and filtered. They do not delete e-mails even when
they have forgotten why they had saved them at the first place. In the ever-growing
database, it takes longer to find something than to re-download it, or to find it on-
line. Without the appropriate structure and metadata, the state of ‘cyber-clutter’
becomes permanent.

Although there is a medically diagnosed version (Information Hoarding Dis-
order), digital hoarding is not as severe a mental disorder, as its predecessor, but
it doubtlessly puts affected people into a disadvantageous situation. Because of
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the opportunities offered by the increased storage capacity, less selection deci-
sions are to be made — and in parallel, the price to pay is not the slowing down of
devices, but the unnecessary strain on our minds.

The expression is also embedded in the corporate information management
literature. In part, they use it for colleagues who ‘sit’ on information and do not
share it with others (Stark, 2014), and in part, for information hoarding bosses.
These latter believe that the way to reinforce and maintain their power is by mak-
ing detailed notes on everything and everyone; then, they often gain a situation
advantage by using the sea of data they collected (Knippen et al, 1991). The price
is the suffocating atmosphere of fear and distrust.

EVALUATION AND RECOMMENDATION: The phenomenon named by the expression
is rare. Whether the use will be more definitive in the literature of psychology
or management will be decided by which area will the discussed behavioural
disorder be stronger at.
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Information hotspot

~ a physically localisable node where important information that aids
with orientation appears, or important connections become recognis-
able because of the visualisation.

Expressions used with the same, or very similar, meaning: information node
Expressions from related concepts: information value chain, information ex-
perts, information efficiency

Which category? A professional-public phrase with a meaning that is still being
formed.

The phrase in the language system is virtually unknown.

The expression was born as a result of an interesting development of meaning.
Hot spot is originally a geological term: it refers to places of the Earth’s crust
under where intensive magma flows are found. The term ‘biodiversity hotspot’
has been used since the late 80s for regions of the Earth that are destined to be
destroyed without conscious protection, and it has been used since the age of
wireless Internet for places where, using devices that diffuse the radio signal in
an area, network access is provided.

According to Peter Scupelli (2009), who defined information hotspot in a
workplace (primarily hospital) environment, three elements must be present in
the same physical space:

* people (users) who would like to receive or acquire information

* public screens that contain constantly refreshing information

* experts who answer questions personally, refresh information, and solve any
problems

Still, the expression became famous in a different (although still medical) con-
text. A GP from Camden, Jeffrey Brenner was trying to find citizens who pro-
duced the highest cost to social security. He made a map, then allocated colour
codes to every city block depending on the hospital costs utilised in the place in
question, finding the well-localisable places where the numbers are the most criti-
cal. He called these “information hotspots” (Gawande, 2011), which may be used
to plan up-to-date, personalised interventions. Similar maps and actions have
also been created for crime prevention, as well, but it is hard to tell whether the
creatively used phrase will gain hold.

EVALUATION AND RECOMMENDATION: For now, it is more likely that, as memory
of the Camden experiment fades, it will appear in a new context.
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Information hunger

~ an innate, insatiable desire to gather new information.

Expressions used with the same, or very similar, meaning: infomania, infor-
mation searching behaviour, interest, desire for knowledge, thirst for knowledge,
hunger for stimuli

Antonym(s): information diet

Expressions from related concepts: information obesity, information foraging
Which category? A psychological term, also used by communication sciences
in a modified meaning.

The phrase in the language system is well known and often used, occasionally
in the “hunger for information” form.

Since the mid-sixties, it has been a cliché that people have not only an innate drive
to attain stimuli and information, but this hunger is the root and driving principle
of behaviour itself (Fowler, 1965). Furthermore, the brain selects between pieces
of information, and pounces on ones that are still unknown to it. The unusual, the
incongruous, and the mysterious are at an advantage — until we get used to them,
piece them together, and untangle them.

When the brain notices a possible new piece of information, its level of wake-
fulness increases. When it manages to annex (understand) the information, the
feeling of being full is short-lived, the brain starts looking for new information
almost immediately. The continuous information hunger is only superseded by
physical hunger and other immediate biological necessities.

Sociocultural interpretation has built upon this ‘bio-physical’ layer as a sec-
ondary one: the source of hunger is not basic any more, but a learned, assumed,
conditioned behaviour. It is the content of information that has the effect of want-
ing to own it again and again on us.

And finally, communication researchers use it in the sense that information
hunger is the result of an earlier communication (for example, a figure of speech
in a convincing speech). One may create such suspense in the audience that they
start to go hungry for what comes next (Adler and Rodman, 2008) — like waiting
for the rhyme after hearing a line from a poem.

EVALUATION AND RECOMMENDATION: The metaphor is smart, expressive, and
easy to understand. Its basic meaning, when first heard, is clear to everyone, and
its variations do not inhibit understanding it.

There has been an attempt at contracting it (information + hungry = infogry),
but it has failed, and we are glad that it has not diffused.
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Information hunting

~ the goal-oriented research for information important for the user
on the Internet using an optimal search technique.

Expressions used with the same, or very similar, meaning: information seek-
ing

Antonym(s): info-phobia

Expressions from related concepts: business intelligence, informative librarian-
ship, information hoarding

Which category? A permanent expression to describe a typical activity.

The phrase in the language system is gaining strength after many occasional
uses, especially as information hunter is more and more talked about as a profes-
sion.

Among the invaluable information collected on the Internet, it is hard to find data
that is valuable to us, and the reliability of results that are considered may also be
doubted. Anyone can upload any content to the Internet, but so far, the measure
of control over them is not satisfactory by far. Therefore validity is still not com-
parable to that of printed sources.

Based on this, experts rightfully claim that for Internet searches, the primary
goal is awareness and appropriate foresight. Along with truncated searches in
various search engines, one must strive to use sites that relate to the topic of the
search, and have an appropriate reference. These may include major scientific
periodicals, various library databases, or the websites of companies and services
we know well, depending on the kind of information we need.

In order for the user to get the most appropriate information in the on-line
world, three directions of professional help may be called upon:

» the pre-forming, classification with information filtering programs, categori-
sation, metadata tagging of information sets, using which, even less prepared
users can gain information in an information hunt.

* Proactive support: advice and tips, offering supplementary opportunities
based on analysis of information searching behaviour (presenting informa-
tion closely related to the sought information based on other people’s similar
searches, ensuring the re-discoverability of results offered earlier)

* Employing an independent, specialised information hunter who, knowing the
opportunities, performs information hunting quickly, efficiently, as a service

EVALUATION AND RECOMMENDATION: Information hunting is an ingenious, well-
put expression. The analogy is almost complete, as the information searching user
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or specialist goes into the forest much like a hunter in the forest. Even in that oc-
casionally, an enterprise is driven by the desire to acquire a single piece of infor-
mation, much like when a hunter only wants to shoot the dedicated animal, yet in
other cases, there are no pre-selected information sets to acquire, much like when
hunters shoot whatever shows up. If information hunting as a profession will grow
more prominent, the word may grow even stronger roots in the language system.
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Imperfect information

~ the concept, imported from game theory into economic science,
refers to the situation in which parties (players, producers and con-
sumers, and market rivals) possess the same information regarding
the same thing.

Expressions used with the same, or very similar, meaning: lack of information,
hidden information, partial information

Antonym(s): perfect (full) information

Expressions from related concepts: information asymmetry, information games,
information allowance, information benefit

Which category? A term of information economy, embedded in game theory.
The phrase in the language system is only used in the economic theory litera-
ture, but as it is quite distant from the everyday interpretation of ‘imperfection’,
an in-depth explanation is especially important in a more popular context.

In game theory, most games are considered imperfect information. In these
games, the player does not know the previous steps taken by the other party or
parties. Opponent decisions remain hidden up until the end of the game, or pos-
sibly even forever, such as in poker and bridge.

In economy, the seller generally has more information than the buyer, as they
are more at home in the world of products and services they sell. Accordingly,
they know more about quality, quantity, and the other qualities of the product
and service.

On the other hand, buyers have limited contact with the goods, thus accord-
ingly, they receive less information. It is a similar situation on the job market,
as well. The prospective employee about their own skills, diligence, and capac-
ity, while the employer can only have ideas about them. At the same time, the
employer knows the expected tasks, while the prospective employee has limited
information on them.

Based on the listed examples, it is clear how information distribution may be-
come and becomes unequal between the different parties — i.e. how information
asymmetry comes about.
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However, regardless of the imperfect information system resulting in a benefit
for one of the parties, if the asymmetry is exaggerated or permanent, in the long
run, the spiral of distrust may also have a negative effect on the beneficiary.

EVALUATION AND RECOMMENDATION: The term is a part of a family of coherent
and stable technical terms, its load may stay more or less unchanged in the next
years. Along with the economic one, the imperfect information games between
citizens and the government also seem to become more important, therefore in-
tensity of use is expected to increase in this field.
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Information implosion

~ the opposite of information explosion. a fast shrinking of the infor-
mation set. As a result of an intentional intervention, all this serves
better utility, but if it happens for reasons outside their influence, it
may have an effect of losing knowledge.

Expressions used with the same, or very similar, meaning: information black
hole, loss of knowledge

Antonym(s): information explosion

Expressions from related concepts: information management, information plan-
ning

Which category? A failed technical term. It did not become part of the discourse,
or if it did, the same meaning is circumscribed differently.

The phrase in the language system rarely appears, it is barely used

The father of scientific information provision, Eugene Garfield published an ex-
citing article in a chemical journal in 1968. He used the growth of the number of
journals to demonstrate how an information explosion can go along with informa-
tion implosion.

Excerpts, abstracts, figures, catalogues, and annotated bibliographies decrease
the number of information that one must be faced with in order to arrive at mean-
ingful, relevant pieces of information.

Along with trained information experts and a positive approach pointing to
new information services, a much more comprehensive, very different approach to
information implosion also appeared in the late 80s. Kansas plant geneticist Wes
Jackson believes that because of the technical civilisation and the mediatisation
of experience, having more data than ever before is no use, as individuals lose
an immense amount of information regarding nature (e.g. the weather, environ-
ment, behaviour of plants and animals) that they had possessed before. This is
alarming, as it means the loss of our abilities to understand basic processes, and
our distance and isolation from nature can have fatal consequences for the future.
Farms empty, and people who still can tell when they should plant the seeds from
the weather gradually die out.

With the machinisation and industrialisation of agriculture, the mass of experi-
ence that characterised primitive peoples and farmers for millennia will be lost.
Accordingly, Jackson believes it is an error to be worried about the information
explosion running wild, because the information explosion is much more of a
danger for us.
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EVALUATION AND RECOMMENDATION: In English, it has been in use for almost
half a century, but for many languages, no good translations were yet found. The
opposite of explosion for physical objects is a decrease of volume with a speed
that is similar to an explosion. Therefore we suggest the use of shrinking instead
of ‘collapsing, crumbling’ in the local version of the expression. However, in our
opinion, other expressions express the content better (the words Garfield and
Jackson chose weren’t the luckiest), therefore we believe it will fade from use
sooner or later.
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Information inequality

1. ~ a difference in access to information resources, that stems from,
and results in, social inequalities.

Expressions used with the same, or very similar, meaning: digital inequality,
digital division

Antonym(s): information community, information public good, information
asymmetry, information power

Expressions from related concepts: global information society, social exclusion,
the information rich and poor

Which category? A professional-public phrase, secondary in use to the more
popular ‘digital divide’. The two phrases seem to share the workload: in the stra-
tegic-political vocabulary and the press, digital divide, in social science texts,
information inequality is used.

The phrase in the language system is, after a stormy decade, used less.

2. ~a base concept in estimation theory and mathematical statistics,
that makes it possible to determine the lower limit of the undistorted
variance of a certain parameter may with relatively mild conditions.

Expressions used with the same, or very similar, meaning: Cramér-Rao in-
equality, Cramér-Rao lower bound

Antonym(s): (inverse) Fisher information, Fisher information bound, Fisher in-
formation index

Expressions from related concepts: probability variables and estimates
Which category? A formally defined technical term, with its own mathematical
apparatus and system of formulae.

The phrase in the language system only appears in the professional community
using the correlation.

1. In the 1960s, as the UN and UNESCO put it on the agenda multiple times,
developing countries, led by Africa, started a movement for the creation of a new
information and communication world order. There had been a clear gap between
the news agency news feed and media representation of developed (overrepresent-
ed) and developing (under-represented) countries, and in the way differences in
information and knowledge access started to grow between developing countries
that lacked the diverse basic information institutes and central countries that pos-
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sessed decades of experience in using professional statistic, library, meteorology,
scientific, and other information services.

The concept of information world inequality was born here, but it gained a
new face in the first half decade of the mass spread of the Internet (1995-2000).
Social scientists were quick to notice and describe detail how information differ-
ences come about between various social groups (city and countryside, well-off
and poor, old and young, etc.) and countries and groups of countries, and their
dynamics (thus the expression is used more and more in the plural, as information
inequalities).

First, the differences only showed up in Internet and digital culture penetration
measures, the existence or lack of Internet telecommunication infrastructure, and
the spatial and temporal patterns of computer ownership. Later, available band-
width and physical access became the key issues. And when there is a solution that
allows access through some technical means (e.g. in telehouses, community ac-
cess points), the cognitive gap got in the forefront: who possessed the educational
and socio-cultural capital to utilise the Web as a resource to better their own lives
(value-creating network use)?

2. The two American and Indian mathematicians who gave the phenomenon its
name published their publications after the Second World War, with a difference
of only a year, and as such, they wrote their names in the history of estimation the-
ory, and became permanent fixtures in every textbook and educational material.

EVALUATION AND RECOMMENDATION: The two identical word forms with differ-
ent meanings do not disturb each other in the language system, as there is a large
distance between them.
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Information influence

~ the ability to change opinions and behaviour in a small group or
on a higher community level, where effects are attainable through
information content that is dosed in the appropriate way and through
appropriate channels from the repertoire of mechanisms that can
create change.

Expressions used with the same, or very similar, meaning: persuasion propa-
ganda

Antonym(s): information blindness, information avoidance

Expressions from related concepts: information behaviour, group pressure,
group think, information community, information exchange

Which category? A rarely used social psychology term, occasionally used in an
everyday, somewhat different sense.

The phrase in the language system shows up randomly, in close professional
circles. If the meaning does not clarify (or get back) to its original meaning or its
improved version, its slow fraying may be expected in the medium run.

Social psychology started to differentiate between normative and information in-
fluence in the late 70s, studying intergroup opinion influencing in more and more
detail. From the information point of view, the difference is that the normative side
means the inclusion, mobilisation, and application of pre-existing, conventional,
highly processed information sets that are accepted to be valid for a number of
types of cases, as opposed to the case-by-case, occasional, point-like arguments
that appear as new pieces of knowledge related to the actual subject, context, and
sphere of interpretation of the argument. The social psychological problem is the
understanding and description of modelling, based on the actors’ social status,
the group make-up, and the subject of forming opinions, when, to what grade,
and why types of influence are realised. Exceptionally sensitive areas include
the teacher-student (Sodsné, 2003), parent-child, and influencer-peer group pairs.

It is clear that norms themselves are information sets, therefore there is a sense
of tautology around the phrase, yet this division of the information world is pos-
sible, and may even be necessary in order to shed light on certain connections. In
this sense, the concept could be taken forward from personal relationship spaces
to the virtual social spaces of computer-mediated communication, where similar
questions come up regarding the quality of arguments, the credibility and trust-
worthiness of the source of arguments (person or reference), and the utility of
pieces of knowledge and wisdom drifting in the flow of communication, both in
on-line debate and in controlled knowledge transfer (Fadel, 2009).
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EVALUATION AND RECOMMENDATION: Examining the information influence of
financial analysts on stock market prices or looking for Russian information in-
fluence signs and results in former Soviet states go beyond the valid domain of
interpretation (Policy, 2015). Discourse, social media, and a way back are not
present in the information flow in any of these cases. We cannot identify group
members in roughly equal situations. Therefore using the expression as a category
may be misleading, but it is usable in the everyday sense, as we clearly understand
what it means (the fact that there are a number of alternative solutions that name
the same phenomenon is another issue entirely).
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Infocommunication

~ the ‘small world’ of computers and telecommunications, contracted
and treated as a unit. The shortened version of information and com-
munication technologies (ICT), in the form ‘infocommunications in-
dustry’, it also encompasses the world of digital content providers,
and cultural and media products.

Expressions used with the same, or very similar, meaning: telematics
Expressions from related concepts: telecosmos, information sector, creative
industry

Which category? It is moving from the economy-political-technological profes-
sional-public vocabulary to the social sciences vocabulary (calling up problems),
and to the public discourse (where its use is relatively straightforward).

The phrase in the language system is undergoing a change. Its use in its old, ac-
curate meaning is decreasing, yet its new meaning is problematic. A professional
dialogue may help clear it up.

In the late 70s, French strategic future designers started to realise that telecommu-
nications and informatics are convergent industries: they are getting closer to each
other, and should be handled together, as a single unit. Therefore, in their book-
length report to the President (that was published, barely more than a year later,
in other languages, as one of the key works of the political history of information
society), they created the expression ‘télématique’ from ‘telecommunications’
and ‘informatique’. (The French origin is not unimportant, as in English-speaking
countries, informatics is generally called ‘information technology/IT’, and that
would have been more difficult to use in a portmanteau. "Informatics’ is used here
in a very narrow sense.)

However, after the millennium, ‘infocommunication’, which created the same
meaning from the other halves of the source words, triumphed. In a short while,
it forced out telematics (or at least reduced it to the area of traffic automatization),
and it took over the original industrial-technology interpretation of telematics.

However, after a short while, people began to use it in a more extended sense.
The convergence process that drifted the two areas together once, kept on going,
creating more and more ‘hybrids’. (For example, this is how ‘cognitive infocom-
munications’ were born, where the extra part is cognitive science, referring to the
inclusion of the human side, the user point of view.)

EVALUATION AND RECOMMENDATION: An uniquely interesting development re-
garding the expression is that in its original form (where it made the common han-
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dling and discussion of two technological and industrial sectors possible), it had
a use, a need, and an added value (even if it overtook an earlier, more unique and
shorter expression that covered the same meaning) However, its use as ‘infocom-
munication’ became more and more inadequate as soon as it left the technological
base in scientific analyses and appeared as part of the information sphere. Because
here, it does not refer to the contraction of telecommunications and information
science, but information and communications. However, this is a disorienting
tautology: communication is already an information-based action, putting them
in the same expression means that the concept reflects the phenomenon it wants
to discuss badly. It is also not lucky that, while the complex we attempt to trace
with linguistic methods is getting more and more comprehensive, in many cases,
an old expression (or part of an expression) attempts to cover the entirety of the
new meaning.
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Infodump

~ placing a pointless, functionless, unnecessarily large amount of
information as part of an otherwise well-constructed content that
creates an effect that is the opposite of the intent of the communicator.

Expressions used with the same, or very similar, meaning: information waste/
trash

Antonym(s): well-edited and well-timed information

Expressions from related concepts: information obesity, information dump
Which category? A piece of conceptual innovation, meant for everyday use, that
identifies a typical phenomenon that occurs in multiple situations.

The phrase in the language system only became popular in narrow, well-identi-
fied groups, accordingly, most in the speaking community have not even heard it.

This expression became very popular in various on-line subcultures in recent
years. Its general meaning is outlined by special meanings, very similar to each
other. It is used as part of the etiquette of electronic mailing, where it is bad form
to answer a short question with a long, copied texts instead of a similarly short
answer — and anyway: leave the value-added work of processing in a lack of sum-
marisation and excerpting. In product descriptions, it is the name of the mass of
bulk information, often presented in an unreadable form, communicated to the
detriment of the important moments of assembly or proper use. It is most often
used in critiques of bad introductions to novels and movies, where the background
information necessary to understand the plot or the characters is ‘dumped’ too
densely, in a way that confuses understanding.

In many language areas, the word-by-word translation did not diffuse; instead,
use of the English original became permanently popular in conversations and the
blog entries of netizens. The reason behind this is no doubt that the expressions
‘information mess/information garbage’ are used in different, much more gener-
alised senses, and ‘information dump’ also refers to a similarly different aspect (a
large amount of information communicated in a short time).

EVALUATION AND RECOMMENDATION: we accept the term as a useful and ingen-
ious piece of linguistic innovation. And as in other languages, its English version
has diffused, we do not think that local versions should necessarily take over the
strange-sounding ‘infodump’: but when the expression must be explained and
interpreted, a local version with more or less the same value is necessary. And as
the visual world of dumping trash is close to the original, there is no confusion
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of the meaning: after cleaning up the dump, we feel an information order, suit-
ability, cleanness.

References:
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Infoganda

~ news and informative articles, or even literary works and dramas
that serve a communication will of bending people towards a politi-
cal, religious, or other view in the guise of mere information provi-
sion.

Expressions used with the same, or very similar, meaning: propaganda com-
munication, pseudo-information

Antonym(s): objective communication

Expressions from related concepts: disinformation, fake information, infornog-
raphy, infotainment, fact-esque, information advertisement

Which category? An unique portmanteau word.

The phrase in the language system has diffused step-by-step, it is more and
better known. Due to its strange ring, it has not diffused at all in many countries.

The word, a portmanteau of ‘information’ and ‘propaganda’ started to show up
sporadically in the early 2000s, mostly in popular media and on-line blogs. It had
hardly been known until 2004, when American actor and comedian Rob Corddry
popularised it in Jon Stewart’s late night talk show. Afterwards, the expression
spread like wildfire in political and scientific circles, mostly as a caricature of the
information practices of the Bush administration. Although Corddry did not come
up with the term, it is still attached to his name, and even the tenth anniversary
was commemorated (Morrill, 2013) — despite the fact that it had been used as early
as the Gulf War. Infomercials came to be in the United States in the same era,
the early 1990s; this genre encourages people to buy, serving business interests,
while presenting a facade of neutrality. Its tools include made-up names, scripted
interviews with average-looking extras, and meaningless statistical data.

Infoganda is the political and religious version that is reminiscent of various,
historically well-known, ‘classic’ forms of propaganda, bud is actually a sub-
class that ‘packages’ persuasive intent into information or literary-minded con-
tent. These underlying messages are occasionally clear, in other cases, previous
information or knowledge may be needed to understand them. The diffusion of
the expression is also reflected by the fact that it is used in more and more varia-
tions. Environmentalist-film-maker Kenny Ausubel writes of infoganda wars in a
recent book, while British journalists criticising the European Union media policy
re-named their target the European Ministry of Infoganda in 2013.

EVALUATION AND RECOMMENDATION: The meaning of the expression is clear and
easy to grasp. It became better and better known in the language of politics and
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media. Its diffusion, however, seems to have come to a halt, it will possibly not
gain a foothold in multiple linguistic areas.
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Infogasm

~ the euphoric feeling caused by finding or recognising a long-sought
or suddenly exciting or relevant piece of information.

Expressions used with the same, or very similar, meaning: information junkie
Antonym(s): infowank, information avoidance

Expressions from related concepts: information hoarding, information discov-
ery, flow, infomania, information hunt

Which category? Urban slang term.

The phrase in the language system had escaped this narrow circle and started
to diffuse, primarily among information architects and infographic artists, but it
also appears among the user comments of numerous popular websites.

The word, a contraction of information and orgasm, was submitted to the Urban
Dictionary on-line slang dictionary in 2007, its attribute version is infogasmic.
The new word that expresses both the thing and the special feeling that accom-
panies it refers to an experience that many have already had. It is the equivalent of
Mihaly Csikszentmihalyi’s ‘flow’ concept in information space, it may be attained
and experienced both as the result of conscious search and accidentally. More and
more people experience it on social media and content sharing sites (especially
Pinterest and Instagram), and they do not hesitate to voice their experiences.
Alongside them, makers of artistic and information-condensing infograph-
ics have inserted the term into their vocabularies to reflect the ‘aha-experience’
caused by a beautiful, attractive, thought-provoking work of art (Larsen, 2013).
Since 2014. there has been a Hungarian blog titled ‘Inforgazmus’, but this page
only localised the ingenious word instead of importing its original meaning.

EVALUATION AND RECOMMENDATION: Interestingly, in English, the ‘t” found in
both orgasm and information did not make it into the portmanteau, while other
languages chose to include this better-sounding version (‘inforgasm’).
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Infographics

~ the spectacular visualisation of complex information content and
large masses of data that makes quick pattern recognition possible:
graphs, drawings, figures, images, and text used together, with the
utilisation of various visual languages.

Expressions used with the same, or very similar, meaning: information design,
visualising information

Antonym(s): basic data visualisation (sequences, lists) without visual added value
Expressions from related concepts: information architecture, information arts,
information aesthetics, information design

Which category? It means both the ‘genre’, the activity that creates artistic visu-
ality, and the final product, the creation itself at the same time. Infographic artist
is a separate profession now, in this professional community, the current step is
the naming of the various types of infographics.

The phrase in the language system is spreading explosively.

Infographics are a field of applied graphics. The non-narrative, visual presentation
of data, pieces of information, or knowledge elements, that represent its subject so
that its aspects that are relevant in some way are interpreted and accessed easily,
or at least more easily, by the viewer.

We may consider, with some restrictions, the more or less overlapping, related
concepts of infographics, information design, information architecture, and in-
formation visualisation (a.k.a. data visualisation). Although it uses clear shapes,
it is capable of presenting complex relationships in a small space. The primary
areas of infographic use are the educational-scientific, telecommunications, and
business spheres, where infographics can have more of an effect on the recipients’
heads compared to simple text or publicity photos.

Works that overview the history of infographics sometimes discover their an-
tecedents even in prehistory, but its real ancient history links it to cartographic
and anatomic representations. Its prehistory started in the late 18th century, with
the work of Scottish economist William Playfair (1759-1823), who represented
timeline economic data with diagrams, a form popular even today. Playfair was
followed by legendary infographic designers, but the real age of infographics
started with the first subway maps, depictions of military actions in the two world
wars, and the first background illustrations of weather reports. It is no accident
that it only started to grow at an incredible rate after the millennium, although
Time Magazine graphic director Nigel Holmes made infographics part of mass

culture from the second half of the 70s.
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The data explosion, the birth of the world of open and connected data, the
accessibility of animation tools, and the option of interactivity open up almost
limitless prospects to infographics. This is aided by the universalisation of solu-
tions that is made possible by the simplicity and uniformity of the language of
graphics: pictograms may be understood in any language, and graphics can be
dressed up conventionally.

The spreading and attaining of infographical knowledge are today aided my
thousands of specialised sites, and libraries’ worth of books on the sub-questions
of the field. Along with these, the field’s greater and greater acceptance in con-
temporary information culture is signified by competitions and prestigious ac-
knowledgements.

EVALUATION AND RECOMMENDATION: This well-put phrase aids the further ad-
vancement of a field with increasing importance and awareness. The next step of
spreading will probably be when members of the rising generations encounter the
strength and techniques of infographics in a school environment, as part of their
basic information education (visual literacy).
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Info-guilt

~ the unpleasant feeling we feel when we know about a source of
information we would need to know in the given situation, yet we
cannot access it. Until we gain access to it, the bad feeling remains.

Expressions used with the same, or very similar, meaning: information anxiety
Expressions from related concepts: information psychology

Which category? An everyday expression to identify and cover a characteristic
of information behaviour.

The phrase in the language system is peripheral, it only comes up occasionally.

James O’Donnell, in his book describing the changes and challenges resulting
from the carriers of science and knowledge moving to the Internet, attempts to
draw up the mental world of philologists. In his view, if they are conscientious
enough, they feel info-guilty if they do not feel that the information base for their
reasoning is reassuring (O’Donnell, 1998).

The danger of info-guilt started to loom around more and more people as more
and more potentially available knowledge carriers were put on the Internet, and
they are accessible using more and more professional search techniques. Today,
anyone may feel guilty recognising that they have more, better, more definitive
information available regarding a certain subject than they had when they made
a statement regarding the subject. The newer definitions of the concept are using
it in this expanded sense.

EVALUATION AND RECOMMENDATION: Even though many know this phenom-
enon, we cannot expect info-guilt to become a widely used expression. Partially,
because the feeling of guilt is, in this phrase, highly tautological, as the exact
definition would be “guilt that arose in an information environment”, signifying
that the important moment is information, and behaviour that does not fit the
existing external/internal norms.
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Infoholic

~ a person who develops a dependency on acquiring new informa-
tion, news, and actualities.

Expressions used with the same, or very similar, meaning: information junkie,
information addiction

Antonym(s): information avoidance

Expressions from related concepts: information hoarding, information omni-
vore

Which category? A successfully created word to express an everyday behaviour.
The phrase in the language system is present with its short version all over the
world that obfuscates the original meaning.

The word ‘workaholic’ first appeared in a Canadian newspaper in 1947 as a port-
manteau of ‘work’ and ‘alcoholic’, as an original expression to describe working
obsessively.

The core of this quickly popularised word does not refer to hard, passionate
work, even in overtime, but to the pathological necessity of work, and that the
lack of working may lead to withdrawal symptoms. Regardless, positive contexts
started to emerge, and more and more, it became considered a virtue for employ-
ees. This duality was then also attached to the phrase ‘infoholic’, first used in
1986 (Steinmetz, 2010), that may be considered another portmanteau (information
+ workabholic). Its first occurrence has not yet been identified, but we know for
a fact that it had first appeared in slang, and that it started to spread explosively
as a name for people for whom acquiring new information was a hard-to-control
habit or addiction. Victims of information alcoholism cannot resist the urge to
access news and data by performing more and more searches. The concept has
liberated itself from the workplace environment and work as (especially as gain-
ing information over the Internet has become massively public), this overdriven,
addiction-like, exaggerated information-gathering activity is not only character-
istic of information workers any more.

EVALUATION AND RECOMMENDATION: It is important to see where we have to
look for the exact meaning related to the two closest synonyms, information
junkie and information addict. Information junkie usually appears in funny and/
or ironic texts, usually on blogs and in less formal contexts, generally used by
members of the younger generations. At the same time, information addiction
1s used as a serious, medical-clinical technical term, to refer to a mental illness
identified by psychologists. Infoholic is somewhere between the two: it refers to
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an imbalance and a compulsion, but in a not-too-serious, controllable, treatable
form that one may still overcome in a socially acceptable framework. Used in this
sense, the phrase may be meaningful.
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Infoladies

~ a group of Bangladeshi women who took the bases of information
infrastructure to the girls and women of the most underdeveloped
regions of the country by bicycle.

Expressions used with the same, or very similar, meaning: Internet activists
Expressions from related concepts: information consciousness, information
poverty

Which category? A unique fancy name, on the way to becoming a common
noun.

The phrase in the language system has gained more prominence through the
international flow of news than would be justifiable by its local nature. The pri-
mary reason for this is the large amount of interest surrounding the best practices
of ICT4D, Information and Communication Technology for Development.

Computers and the Internet and virtually unknown to geographically disadvan-
taged (and more) inhabitants of hard-to-access villages and small towns in poor
and overpopulated countries. In extraordinarily struggling Bangladesh, an NGO,
D.Net intended to promote and educate about information technology primarily
by women to people living in less developed areas — especially women, who,
because of the gender discrimination in the Islamic world, are in a considerable
disadvantage compared to men.

D.Net (http://dnet.org.bd/) created this bicycle corps of information culture
and access. The Infoladies pedalled to get computers, Internet access, printers,
cameras, and other modern tools to innumerable villages in the country, handed
them to local women, and offered them three days of free use. After the three
months, the women have to decide if they wish to keep on using the devices for
a small fee. The Infoladies did more than carry these devices: they educated the
locals in operating modern technical devices, and introduced them, for example,
to the world of on-line government applications. They also offer useful medical
and other advice, demonstrating the use of the Web as a resource.

Due to the initiative, the women learn more than the just the bases of informa-
tion literacy. They got a chance to improve their quality of life, social standing, to
learn, and to broaden their horizons. There still is a long road to true emancipa-
tion, but thanks to the Infoladies, there are less obstacles to fight on it.

EVALUATION AND RECOMMENDATION: If, following their example, female activ-

ists would get in the saddle to promote information culture, the concept may start
on the path of becoming a common noun, by becoming a class of phenomena

Back to
Contents



261

that needs a name from an unique being. Maybe the charming strangeness in the
expression will draw the attention of social innovation actors in other countries in
difficult situations to the movement behind it and the possibility of implementing
the established practice.
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Infomania

~ a compulsion to immediately check incoming messages and on-line
events on smartphones or computers.

Expressions used with the same, or very similar, meaning: information addic-
tion, information junkie, infoholic, infornography

Antonym(s): infophobia

Expressions from related concepts: information overload

Which category? A descriptive term that did not make it to becoming a techni-
cal term, but its meaning (like the complexity of the phenomenon behind it) is
progressively broadening.

The phrase in the language system is not popular, it is primarily used in profes-
sional texts.

Information researcher Elizabeth M. Ferrarini dedicated two books to the phe-
nomenon she named ‘infomania’. In the medium-sized and major corporations
of the age, electronic information systems were often not planned well enough,
and, for example, alleviating operation difficulties engaged a lot of needless work
hours. Employees forgetting themselves in the novelty often had a hard time
balancing how often and why to use the new information resources during their
work. Instead of finding a simple solution, or making the decision, turning to the
computer and instead of performing their work, finding newer pieces of informa-
tion is an attractive choice. Infomania, thus defined, results in lower efficiency,
attention deficit, and deconcentration.

Then, with company environments becoming completely wired, on-line eco-
systems, new forms of infomania appeared. Primarily, reading external and inter-
nal e-mails started to be dangerous, as workers, fearing to miss some important
message, started to check their inbox to the detriment of their other activities
(running into a mass of letters that are irrelevant for their work or even hold them
back). In the last years, infomania became such an issue in work organisation and
efficiency that dozens of pieces of research have been performed in order to get
a comprehensive picture of it. For example, according to a 2005 study on 1000
Hewlett-Packard employees, infomania increases the level of stress considerably,
and slightly damages mental abilities, primarily concentration.

With the generalisation of mobile devices, another layer of meaning was added
to infomania. Today, this constant, ceaseless compulsion to follow news, e-mails,
and social sites immediately is characteristic of young adults as well as computer
workers. Regardless of what they are doing at the time — working, studying, lei-
sure activity — the thought of controlling these information sources always lurks
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beneath the surface, and forces people, time and again, to check them, allowing
for a brief moment of respite.

EVALUATION AND RECOMMENDATION: Infomania has not even made it to term
status in company information management literature, and the meaning is even
less certain when discussing tool use habits of the generation called digital na-
tives. The phenomenon it refers to exists and needs a descriptive term. Infomania
seems to fit this description, yet its feeling pushes it towards ‘pathology’, while it
is a mostly easy-to-handle dysfunction that people can grow out of. We would not
be surprised if people attempted to cover its meaning with new, ingenious, and
easily popularised terms both in corporate environments and youth subculture.
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Infomediary

~ producer or reseller of information goods, a ‘third party’ that al-
lows for making economic decisions and planning next steps with
valuable extra information.

Expressions used with the same, or very similar, meaning: information broker
Expressions from related concepts: information goods, information production,
information trade, information worker, information proficiency, information value
chain

Which category? A professional term that came to be at the intersection of elec-
tronic economy and information economy, it has not yet reached the level where
it becomes a strong economic theory term.

The phrase in the language system is popular in English-speaking areas, other-
wise its use is rare, and synonyms are preferred.

In everyday speech, we use information transfer to refer to pieces of news and
information getting from one person to the other. In e-commerce, however, a very
specialised meaning is built upon this, under which we may recognise the original
meaning, but we use it exactly because of this special, extra meaning.

In product flow, the mission of intermediaries is to support the longer or shorter
route from producer to consumer with the added value that they represent. Whole-
sale dealers are typical actors of this value chain, they serve as intermediaries
between producers and retailers who are in contact with the consumer.

In the world of the Internet and electronic trade, intermediation, as a role, is
under a double pressure. On the one hand, the network toolkit makes it possible
to eliminate various actors from the value chain by creating a direct link between
producer and consumer, or wholesaler and consumer (the slightly horrid, yet hard-
to-replace term for this is ‘disintermediation’), yet the new sale channels immedi-
ately create their own, specialised intermediaries; for example, companies offer-
ing payment services for small on-line payments (this is ‘reintermediatisation’).

The other remarkable development in electronic economy and trade is the birth
of the dramatic upsurge of the range of information goods and products.

These goods may develop a value chain just the same, and thus the term ‘info-
mediary’ was created as a portmanteau of ‘information intermediaries’.

Infomediaries in this sense existed before the digital world.

Some gave information value on the road to consumers by collecting and
indexing news from various sources. The most sensitive and most sought-after
type of information has, from the beginning, been price information that defines
the behaviour and decisions of producers and their intermediaries, merchants;
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numerous intermediaries have built their work around this. But those who prepare
or transmit research results, market analyses, competitor monitoring reports to
customers are also infomediaries.

In the world of the Internet, price information stayed relevant, but today, infor-
mation regarding consumers — their behaviour, habits, values, choice structures,
and personal preferences — are even more basic. All this was recognized back in
1997 by McKinsey consultant John Hagel and Harvard Business School professor
Jeffrey Rayport, and with their article in the respectable periodical of the latter
institution, they ‘jump-started’ the comprehensive professional dialogue regard-
ing infomediaries, and the business models behind it.

Most infomediaries (may they be persons, websites, or artificial intelligences
building databases) build upon value in personal data. It mainly provides a way
for providers to make more money, or to increase their profits using the acquired
information profiles. However, as personal details are also owned by their owner,
there are solutions that create value specifically for them — by personalisation and
unique information environments.

The first conscious infomediary was the on-line advertising firm AllAdvanced,
founded in 1999. Although this company has since ceased to exist, numerous
marketing- and advertisement-oriented successors have come to be after the mil-
lennium. Sites with lots of visitors became, almost automatically, infomediaries,
as their own customer data is valuable for other market actors.

EVALUATION AND RECOMMENDATION: Infomediary is an oft-used expression of
e-commerce. Its everyday meaning has not diffused because its meaning may be
described and understood without using the expression that is somewhat clunky
in its translations. Thus the points emphasized are the ones that are the most
meaningful to users: the use of their personal data by third parties, the dangers
thereof, the risks associated with observability, and the options of information
self-determination.

References:

Hagel, J. III. — Rayport, J. (1997): The Coming Battle for Customer Information. Harvard Busi-
ness Review 1.
https://hbr.org/1997/01/the-coming-battle-for-customer-information/ar/1 [2016-04-13]

Butler, M. (2000): Dawn of the infomediaries. Computer Weekly, July.
http:/ www.computerweekly.com/feature/Dawn-of-the-infomediaries [2016-04-20]

Back to
Contents


https://hbr.org/1997/01/the-coming-battle-for-customer-information/ar/1
http://www.computerweekly.com/feature/Dawn-of-the-infomediaries

266

Infomercial

~ a commercial (primarily: television) commercial that introduces
the product or service in a manipulative way, with the appearance of
neutral, objective information transfer.

Expressions used with the same, or very similar, meaning: fake commercial
Expressions from related concepts: infoganda

Which category? A technical term in mass communication and marketing.
The phrase in the language system was primarily popularised as a media term
that refers to a specific class of televised content, but it is hardly known and used
by its targets, only those who analyse it.

Infomercial is a portmanteau word from information and commercial, created in
the early 1980s in the United States, then it diffused worldwide from there.

Its essence is the demonstration of a product or service in a detailed, informa-
tive way that seems like informing, but the real goal is to sell to the audience. In
other words: a commercial that does not seem like a commercial. Its equivalent
in the press is the advertorial or PR article, i.e. a commercial masquerading as an
editorial, this is also a portmanteau word.

Although the dramaturgy may differ, infomercials all use the same permanent
or repeated elements, best known to us from TV shops. Average-looking extras as
“everymen”, everyday jobs, situations, and names, meaningless, pointless statisti-
cal data, and pre-written and often repeated interviews with easy-to understand
(occasionally stupid) texts are often present in them. During the biased and one-
sided etudes, the purchase phone number or Internet address is typically displayed
on screen constantly.

In the United States, it has been a subject to debates from its introduction to
today, it has virtually no attributes that have not been attacked. Some believe
them to be too influenceful, others critique their length. Numerous actors are
specialised in making fun of the phenomenon, caricaturing it is a popular genre
and a constant source of humour.

Because of the problematic nature of infomercials, multiple countries attempt
to regulate them with strict rules, mostly regulating when and when not they can
be broadcast, and how long they may be.

Infoganda (propaganda masquerading as information) matches infomercials
in numerous elements, as it uses the same devices, but the product it sells is a
view or standpoint regarding a sensitive issue that a political actor (political party,
government achievement) or social group considers important.
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EVALUATION AND RECOMMENDATION: The concept that is common in the litera-
ture of television and marketing and their professional discourse is known in most
countries, and it is discussed by reference books.
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Info-phobia

~ an unhealthy fear of too much and too new information.

Expressions used with the same, or very similar, meaning: information anxi-
ety, information stress, information overload

Antonym(s): info-mania, information hoarding, information hunger, information
omnivore

Expressions from related concepts: information pathologies, information lud-
ditism

Which category? A failed attempt to create a professional-public term.

The phrase in the language system is on the verge of extinction.

Info-phobia is one of the failed conceptual innovation attempts. Matthew Lesko
used the phrase twenty years ago as the title of a forgettable, low-quality, but still,
unbelievably often cited book (Lesko, 1996). He attempted to create fear about
how we may, when faced with innumerable pieces of information, be unable to
find the appropriate ones, or may even arrive at bad decisions based on bad infor-
mation by simply listing ideas from the panic literature of information overload.

The feeling behind all this is, naturally, much more generalised and well dif-
fused than the expression itself. Laszl6 Drotos (1993) finds the components to be
the feeling of being left behind (it is impossible to follow the expansion of the
information universe), the growth of information mess (the needless, worthless
mass that important, useful, and timeless elements have to be mined from is get-
ting bigger and bigger), and the necessity of adaptation (new pieces of information
and the related new devices force people to constantly re-create themselves and
their ideas on the world).

The uselessness of the concept of infophobia may be traced back to two rea-
sons: the expression is badly chosen, as it is not a new type of medical-clinical
phobias, therefore the association is misleading, and the emperor stays naked: its
creator only wanted to get attention by inventing a bombastic word-monster. On
the other hand, it must be realised that reflecting on a situation that gives rise to
anxiety, the concept tried to grasp something valid before or during the change
in information culture. After this change had occurred, and the information eco-
system was no longer an unfriendly, adverse environment for digital natives,
but a natural, familiar, well-known medium, there were no more reasons left for
keeping the phrase ‘infophobia’ alive (unless we intend to use it for authors whose
constant rearguard actions stubbornly approach a complex information culture
only from the direction of its downsides and dangers).
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EVALUATION AND RECOMMENDATION: Creating this concept would be considered
failed even if we temporarily accepted the validity of the explanation of reality
that gives it its meaning — as the chosen solution does not even support this ap-
propriately.
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Info-poor, information poverty

~ a new type of poverty that came about because of the increase of
information inequalities, that, if present, reproduces all processes
that lead to poverty or that sustain it in a more severe form.

Expressions used with the same, or very similar, meaning: digital poverty
Antonym(s): information richness, info-rich

Expressions from related concepts: information inequality, information capital-
ism, information and knowledge richness, digital inclusion and exclusion
Which category? Its professional-public use is slowly replaced by an use work-
ing with strong variables and statistical backgrounds, built on a stricter social
science definition.

The phrase in the language system is rooted, but it did not become a widely
used expression.

Welfare states were capable of decreasing social inequalities for a while after
World War 11, but those started to increase again in the societies of developed
countries and among the developed and undeveloped regions of the world.

Explanation of the process is complex, many variables must be used, but
certainly, information capitalism, the nature of the information and knowledge
economy, and information inequalities play an important role in the increase of
selection and polarisation pressures.

The sectors, groups, and people who cannot match the new rules of the game
get switched off and marginalised. Entire regions are excluded from the world
economy as they cannot match the requirements of transition into information
economy and become uncompetitive. Manuel Castells calls them the “black
holes” of information capitalism: they are neither producers, nor consumers in
the global networked market economy.

The same effect is realised inside the beneficiary countries. British and Ameri-
can researchers (Wilson, 1987, Haywood, 1995) had described the phenomenon
even before the Internet revolution, the first occurrence of the word is from 1970.
Shortly afterwards, they had to notice (Kagan, 1999), that the gap started to grow
further, and concentrated strategic, political, social, and economic development
measures had to be made as reactions to bridge these.

The appearance of cheap end devices and the slow building up of the network
infrastructure may give successful development programmes a chance, but in the
meanwhile, the information gap grew into a knowledge gap, and bridging it means
an even bigger challenge.
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EVALUATION AND RECOMMENDATION: Information poverty is an expressive and
usable concept. It is understandable without an explanation by people who had
not known it before.

References:
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Kagan, A. (1999): The Growing Gap between the Information Rich and the Information Poor, Both
within Countries and between Countries. A Composite Policy Paper (IFLA)
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Informatics

~ the science of computer information systems. In the narrow sense, it
includes the entire technological and scientific background systems,
and in a wider sense, it also includes the issues of the structure, al-
gorithms, behaviour and interrelationships of natural and artificial
information processing systems.

Expressions used with the same, or very similar, meaning: information tech-
nology (IT), infocommunication technology

Expressions from related concepts: computer technology, computer science,
information theory

Which category? An engineering-natural science term with a clearly identified
meaning regardless the uncertainties of interpretation.

The phrase in the language system is very commonplace, including its attrib-
uted and formed versions.

Computer development and the development of the relevant, necessary mathe-
matical-engineering knowledge was, for a long time, solely about computational
power and its prerequisite automatisation, but after a while, they were about more
and more machine (microelectronic innovation, storage, interfaces, displays) and
software (operation and high-level operations) moments. And when the first com-
puter applications started in the late 50s (for payroll, banking, and airlines), it
became clear that machine-managed data represent information related to the real
world, and thus computers will not only and not primarily represent the worlds of
numbers and computation and thus revolutionise it, but that of information. This
realisation resulted in numerous suggestions for an expression with a meaning
wider than computing and computer sciences — in Europe. German computer
scientist Karl Steinbuch recommended the form of Informatik in 1957, and inde-
pendently of him, in France Philippe Dreyfus recommended using informatique.
English ‘informatics’ is a later development, and there (because of the popularity
of ‘information technology’), it is generally used to refer to the old meaning of
computer science — the one meant to be transcended (and to be separated from the
practical-engineering side, computer sciences). The expert in the field is called
the computer scientist.

With the way informatics entered almost all aspects of society, economy, and
culture, the special informatics problems of various user worlds came about, and
specialised informatics were developed to deal with them (from agricultural infor-
matics to music informatics). Furthermore, informatics experts had wanted to call
even studies on the social effects of informatics ‘informatic’, but social scientists
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could not let this happen: thus, by the early 90s, social informatics was born as
the hybrid of sociology, anthropology, communication science, psychology, and
a number of their fields.

In this time, innumerable conceptional experiments were made to add the hu-
man side to the machine (socio-informatics, human informatics), but these were
deemed to fail, as HCI (Human-Computer Interaction) had earlier been born and
diffused for this use.

EVALUATION AND RECOMMENDATION: Informatics, at the time of its birth, at-
tempted to reflect on existing differences, and despite all its controversies and
parallel uses, its meaning is clear. The concept has, for a long time, been serving
the researchers, engineers, and practical experts of the machine side of the infor-
mation ecosystem well.
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Information(al) realism

~ a structural-analysis method that traces back the basic nature of
reality of structures created by information.

Expressions used with the same, or very similar, meaning: information ontol-
ogy, information turn

Expressions from related concepts: information philosophy

Which category? Technical term.

The phrase in the language system has not diffused, it is not well known, and the
theory behind it is not often cited outside its own academic publication interfaces.

Philosophical questions regarding the basic nature of existence were fertilised
by the information-centred view of contemporary culture in multiple ways (cf.
paninformationalism). However, according to Italian researcher Luciano Floridi,
“digital ontologies” that build up the material world from bits cannot answer
every question that relates to physical reality. However, he believes that the term
‘information realism’ that he started to popularise after the millennium may be
capable of solving this deficiency. He describes reality as the totality formed by
information objects in a constant, dynamic communication relationship to each
other, where information is the structuring element, while computation is element
resulting in change.

Information realism is the approach, while information ontology is the philo-
sophical area studied with this approach.

EVALUATION AND RECOMMENDATION: Floridi is often quoted and information
realism is often referred to in studies. However, information realism itself is rarely
the subject of dialogue, it has no discourse of its own. The main reason for this is
that the universal use of the information concept is very problematic, and thus a
long time is still needed to accept or dismiss the theory built upon it.

References:
Floridi, L. (2004): Informational realism.
http://crpit.com/confpapers/CRPITV37Floridi.pdf [2015-09-16]
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Informational self-determination

~ individuals’ right to make decisions regarding information on them
freely. In multiple countries, privacy laws regulate their realisation.

Expressions used with the same, or very similar, meaning: protection of per-
sonal data, privacy, information privacy

Antonym(s): information vulnerability

Expressions from related concepts: information rights, personal autonomy
Which category? An information rights-related legal term with a solidified
meaning.

The phrase in the language system is naturalised, its rarely used everyday
meaning is identical to the professional-scientific one.

In the life of a person, who can access information on them and their personal
data, and what they are used for, and if the individual can oversee the fate of
these data and if they can influence it. One of the causes is the development and
generalisation of infocommunications technologies.

In the development of law, free persons’ right of ownership over their bodies
was expanded to include information related to one’s self: the Habeas Corpus
(literally: your body is yours) law from 17th century England ensured that no one
could be imprisoned without a judge’s sentence; in its expanded view, it is the
right of one’s self-determination. The Habeas Data (your data are yours) concept
of current Latin American constitutions accordingly are the guarantee of one’s
right to their own data, and in the expanded sense, virtual self.

Recognising this process, from the 1970s, Western democratic states guaran-
teed the information privacy of their citizens with legal methods; after the Ger-
man original, the name of these laws are the slightly ambiguous Data Protection
(Datenschutz) laws. Enforcing this right first against the state, then against private
organisations, and even later, against other private citizens using ICT tools be-
came important for citizens.

The concept of information self-determination was first described by the Ger-
man Federal Constitutional Court in its famous 1983 ruling on the Census Act,
according to which, if citizens cannot know which pieces of information their
communication partners possess about them, their freedom of action is impeded.
This reasoning matches the role of personal autonomy and human dignity, the
bases of German constitutional values.

Various countries do not declare information self-determination, but offer their
citizens protection in handling their personal data. Both traditional data protec-
tion rights and information self-determination rights have their limits, but these
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are exceptions of fundamental rights, and therefore are only applicable in a nar-
row circle, in the presence of certain conditions.

The new ICT environment makes one’s self-determination of one’s own data
more difficult — people are often not even asked about the use of their data, or
they have no other option when using a network service, and even if they vol-
untarily offer their data to the providers in return for some benefits, they cannot
see through the fate of their data, have little say in their use, and deleting them is
almost impossible at Internet providers — and this is exactly the situation that the
network business models are built around.

There are two directions of handling this problem: a regulatory and a techno-
logical direction. On the reg